Optimizing the Distribution of Resources between Enzymes of Carbon Metabolism Can Dramatically Increase Photosynthetic Rate: A Numerical Simulation Using an Evolutionary Algorithm
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The distribution of resources between enzymes of photosynthetic carbon metabolism might be assumed to have been optimized by natural selection. However, natural selection for survival and fecundity does not necessarily select for maximal photosynthetic productivity. Further, the concentration of a key substrate, atmospheric CO₂, has changed more over the past 100 years than the past 25 million years, with the likelihood that natural selection has had inadequate time to reoptimize resource partitioning for this change. Could photosynthetic rate be increased by altered partitioning of resources among the enzymes of carbon metabolism? This question is addressed using an “evolutionary” algorithm to progressively search for multiple alterations in partitioning that increase photosynthetic rate. To do this, we extended existing metabolic models of C₃ photosynthesis by including the photorespiratory pathway (PCOP) and metabolism to starch and sucrose to develop a complete dynamic model of photosynthetic carbon metabolism. The model consists of linked differential equations, each representing the change of concentration of one metabolite. Initial concentrations of metabolites and maximal activities of enzymes were extracted from the literature. The dynamics of CO₂ fixation and metabolite concentrations were realistically simulated by numerical integration, such that the model could mimic well-established physiological phenomena. For example, a realistic steady-state rate of CO₂ uptake was attained and then reattained after perturbing O₂ concentration. Using an evolutionary algorithm, partitioning of a fixed total amount of protein-nitrogen between enzymes was allowed to vary. The individual with the higher light-saturated photosynthetic rate was selected and used to seed the next generation. After 1,500 generations, photosynthesis was increased substantially. This suggests that the “typical” partitioning in C₃ leaves might be suboptimal for maximizing the light-saturated rate of photosynthesis. An over-investment in PCOP enzymes and under-investment in Rubisco, sedoheptulose-1,7-bisphosphatase, and fructose-1,6-bisphosphate aldolase were indicated. Increase in sink capacity, such as increase in ADP-glucose pyrophosphorylase, was also indicated to lead to increased CO₂ uptake rate. These results suggest that manipulation of partitioning could greatly increase carbon gain without any increase in the total protein-nitrogen investment in the apparatus for photosynthetic carbon metabolism.
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The steady-state biochemical model of leaf photosynthesis developed by Farquhar et al. (1980), with subsequent developments (von Caemmerer, 2000; Farquhar et al., 2001), is immensely valuable in linking biochemical properties of photosynthesis, in particular, those of Rubisco, with in vivo photosynthetic rates. The steady-state photosynthesis model (Farquhar et al., 1980) provides an elegant way to represent photosynthesis under stable environmental conditions. While its simplicity and robustness are huge strengths, because the Farquhar et al. (1980) model is based on limitation by either Rubisco or regeneration of ribulose-1,5-bisphosphate (RuBP), it does not provide a framework for scaling from the emergent areas of photosynthetic genomics, proteomics, and metabolomics. Further, photosynthesis in nature is rarely at steady state. For example, there is great temporal and spatial heterogeneity of light and temperature within plant canopies (Pearcy, 1990; Zhu et al., 2004a). The dynamics of photosynthesis following environmental perturbations has been studied for many years (Pearcy, 1983, 1990; Walker, 1992; Pearcy et al., 1997). For example, in the 1980s transient processes of photosynthesis, in particular, “induction” of O₂ evolution from isolated chloroplasts and oscillations observed at saturating [CO₂], became the object of modeling because understanding oscillations means understanding photosynthesis (Walker, 1992). Complex dynamic models of photosynthesis with
different levels of detail have been built (Laisk and Walker, 1986, 1989; Pettersson and Ryde-Pettersson, 1988; Laisk et al., 1989; Giersch et al., 1990; Woodrow and Mott, 1993; Pearcy et al., 1997; Pettersson, 1997; Fridlyand et al., 1999; Fridlyand and Scheibe, 1999a, 1999b; Giersch, 2000; Poolman et al., 2000). These models contributed to the understanding of control of different transient properties of photosynthesis, such as the role of extrachloroplastic phosphate concentration (Pettersson and Ryde-Pettersson, 1988), the importance of the ATP/NADPH stoichiometry in initiating and sustaining oscillations (Laisk et al., 1991, 1992b), the necessity for the nonphotochemical quenching of excitation at PSII (Laisk et al., 1992a), and the importance of turnover time (or pool sizes) of the Calvin cycle intermediates in regulating metabolism (Fridlyand and Scheibe, 1999a). Recently, Laisk and Edwards (2000) constructed a model of C4 photosynthesis, which proposed a new understanding of the accumulation of CO2 in the bundle sheath cells, demonstrating the heuristic power of complex models.

As with steady-state models of photosynthesis, dynamic models hold great application potential. In addition to being used as tools for hypothesis testing regarding the mechanisms of different in vivo dynamic behavior, photosynthesis models have also been used to calculate the flux control coefficient (CC) of enzymes to calculate the flux control coefficient (CC) of enzymes. The behavior, photosynthesis models have also been used regarding the mechanisms of different in vivo dynamic phenomena closely associated with the presence of photorespiration. These include testing its ability to qualitatively mimic observed responses to perturbations, specifically, a transient decrease in oxygen, both under inorganic phosphate-limiting and -nonlimiting conditions. (2) To test the hypothesis that photosynthetic rate may be increased by altering the partitioning of resources between the different enzymes of photosynthetic carbon metabolism, without increasing the total amount of protein-nitrogen.

RESULTS

A was simulated as the solution of the complete set of linked differential equations representing concentration change of each metabolite in photosynthetic carbon metabolism (Fig. 1; all abbreviations are listed in Table I). A first test of the model was its ability to simulate light-saturated A versus c response. The model was allowed to run to a steady-state A for each ci. A brief damped oscillation was observed when the simulation was initiated (e.g. Fig. 2A). From these simulations a typical A/ci response was constructed (Fig.
that showed a biphasic increase in \( A \), as predicted from the Farquhar et al. (1980) model. With a lower [\( \text{O}_2 \)], a higher initial slope of \( A \) versus \( c_i \) was simulated (Fig. 2B). The predicted \( A \) is within the range of photosynthetic rates typically observed in vivo (e.g. Long et al., 1996). Given a high sink capacity (i.e. high activity of cytosolic Fru-1,6-bisphosphatase [FBPase]), decrease in [\( \text{O}_2 \)] led to an increase in \( A \) as expected due to inhibition of photorespiration (Fig. 2C). When the maximum rate of cytosolic FBPase was decreased by 90% to mimic sink limitation, a progressive decrease in \( A \) was simulated. Here, lowering [\( \text{O}_2 \)] to 2% decreased rather than increased \( A \) (Fig. 2D) as it does when sink capacity is not limiting (Fig. 2C). This counterintuitive decrease in \( A \) upon decrease in [\( \text{O}_2 \)] (Fig. 2D) corresponds to in vivo observations of phosphate-limited photosynthesis (Sharkey, 1985). Phosphate-limited photosynthesis is due to decreased availability of phosphate for ATP synthesis, which in turn slows synthesis of RuBP and correspondingly CO\(_2\) carboxylation.

Figure 3 is the same experiment as Figure 2, C and D, but shows the underlying dynamics in metabolite concentrations. These simulations were initiated with concentrations of metabolites in “typical” C\(_3\) leaves during light-saturated photosynthesis obtained via a literature analysis (see tables C3, D3, and E3 in Supplemental Appendix S1). On initiation, rapid transients in concentrations were predicted that stabilized within about 60 s to a steady state (Fig. 3). The steady-state concentrations were of the same magnitude as the initial concentrations (Fig. 3; compare with tables C3, D3, and E3 in Supplemental Appendix S1). Once steady state was obtained, the system was perturbed by lowering [\( \text{O}_2 \)] to 2% to inhibit RuBP oxygenation. Despite this marked perturbation of the balance between Calvin cycle and PCOP, the system quickly restabilized to a new steady state, again within 60 s.
Table I. Compiled abbreviations
Abbreviations defined in the text or used in the figures or the supplemental files are listed below.

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Name</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Leaf CO₂ uptake rate</td>
<td>μmol m⁻² s⁻¹</td>
</tr>
<tr>
<td>ADP-Glc</td>
<td>ADP-Glc</td>
<td>mmol L⁻¹</td>
</tr>
<tr>
<td>ADPGPP</td>
<td>ADP-Glc pyrophosphorylase</td>
<td>NA</td>
</tr>
<tr>
<td>ADP</td>
<td>Sum of ADP and ATP concentrations in the cytosol</td>
<td>mmol L⁻¹</td>
</tr>
<tr>
<td>[CO₂]</td>
<td>CO₂ concentration in the atmosphere or stroma</td>
<td>μmol mol⁻¹ or mmol L⁻¹</td>
</tr>
<tr>
<td>CA</td>
<td>Sum of ADP and ATP concentrations in the stroma</td>
<td>mmol L⁻¹</td>
</tr>
<tr>
<td>CN</td>
<td>Sum of NADP⁺ and NADPH concentrations in the stroma</td>
<td>mmol L⁻¹</td>
</tr>
<tr>
<td>CP</td>
<td>Sum of organic and inorganic phosphate in the stroma</td>
<td>mmol L⁻¹</td>
</tr>
<tr>
<td>CPE</td>
<td>Sum of organic and inorganic phosphate in the cytosol</td>
<td>mmol L⁻¹</td>
</tr>
<tr>
<td>DHA-P</td>
<td>Dihydroxyacetone-P</td>
<td>mmol L⁻¹</td>
</tr>
<tr>
<td>E4P</td>
<td>1,3-Bisphosphoglycerate</td>
<td>mmol L⁻¹</td>
</tr>
<tr>
<td>ATP</td>
<td>Sum of ADP and ATP concentrations in the cytosol</td>
<td>mmol L⁻¹</td>
</tr>
<tr>
<td>GAP</td>
<td>Glyoxylate aminotransferase</td>
<td>NA</td>
</tr>
<tr>
<td>GCA</td>
<td>Glycerate</td>
<td>mmol L⁻¹</td>
</tr>
<tr>
<td>GCEA</td>
<td>Glycerate</td>
<td>mmol L⁻¹</td>
</tr>
<tr>
<td>GDC</td>
<td>Gly decarboxylase</td>
<td>NA</td>
</tr>
<tr>
<td>GLUc</td>
<td>Glutamate</td>
<td>mmol L⁻¹</td>
</tr>
<tr>
<td>GLYc</td>
<td>Gly in cytosol</td>
<td>mmol L⁻¹</td>
</tr>
<tr>
<td>GOA</td>
<td>Glyoxylate</td>
<td>mmol L⁻¹</td>
</tr>
<tr>
<td>HexP</td>
<td>Hexose-P, includes F6P, G6P, and G1P</td>
<td>NA</td>
</tr>
<tr>
<td>GGAT</td>
<td>Gly glyoxylate aminotransferase</td>
<td>NA</td>
</tr>
<tr>
<td>GSAT</td>
<td>Glyoxylate Ser aminotransferase</td>
<td>NA</td>
</tr>
<tr>
<td>HPR</td>
<td>Hydroxypyruvate</td>
<td>mmol L⁻¹</td>
</tr>
<tr>
<td>KGc</td>
<td>α-Ketoglutarate</td>
<td>mmol L⁻¹</td>
</tr>
<tr>
<td>ODE</td>
<td>Ordinary differential equation</td>
<td>NA</td>
</tr>
<tr>
<td>[O₂]</td>
<td>Oxygen concentration in atmosphere</td>
<td>mmol mol⁻¹</td>
</tr>
<tr>
<td>PCOP</td>
<td>Pyrophosphorylase</td>
<td>mmol L⁻¹</td>
</tr>
<tr>
<td>PCRC</td>
<td>Photosynthetic carbon oxidation pathway</td>
<td>NA</td>
</tr>
<tr>
<td>PenP</td>
<td>Sum of concentrations of Ri5P, Ru5P, and Xu5P</td>
<td>mmol L⁻¹</td>
</tr>
<tr>
<td>3-PGA</td>
<td>3-Phosphoglycerate</td>
<td>mmol L⁻¹</td>
</tr>
<tr>
<td>PGCA</td>
<td>3-Phosphoglycolate</td>
<td>mmol L⁻¹</td>
</tr>
<tr>
<td>R55</td>
<td>Rib-5-P</td>
<td>mmol L⁻¹</td>
</tr>
<tr>
<td>Ru5P</td>
<td>Ribulose-5-P kinase</td>
<td>NA</td>
</tr>
<tr>
<td>RUBISCO</td>
<td>Ribulose-5-P</td>
<td>mmol L⁻¹</td>
</tr>
<tr>
<td>S7P</td>
<td>Sedoheptulose-7-P</td>
<td>mmol L⁻¹</td>
</tr>
<tr>
<td>SBP</td>
<td>Sedoheptulose-1,7-bisphosphate</td>
<td>mmol L⁻¹</td>
</tr>
<tr>
<td>SEDH</td>
<td>Sedoheptulosebisphosphatase</td>
<td>NA</td>
</tr>
<tr>
<td>SPP</td>
<td>Suc-P phosphatase</td>
<td>NA</td>
</tr>
<tr>
<td>SPS</td>
<td>Suc-P synthetase</td>
<td>NA</td>
</tr>
<tr>
<td>TPU</td>
<td>Triose-P utilization</td>
<td>NA</td>
</tr>
<tr>
<td>SUCC</td>
<td>Suc in the cytosol</td>
<td>mmol L⁻¹</td>
</tr>
<tr>
<td>SUCCP</td>
<td>Suc-P in the cytosol</td>
<td>mmol L⁻¹</td>
</tr>
<tr>
<td>T3P</td>
<td>Triose-P, including DHAP and GAP</td>
<td>mmol L⁻¹</td>
</tr>
<tr>
<td>v₁₁₁</td>
<td>The rate of RuBP oxygenation</td>
<td>μmol m⁻² s⁻¹ or mmol L⁻¹ s⁻¹</td>
</tr>
<tr>
<td>UDP-Glc</td>
<td>Uridine diphosphate Glc</td>
<td>mmol L⁻¹</td>
</tr>
<tr>
<td>UDPGP</td>
<td>UDP-Glc pyrophosphorylase</td>
<td>NA</td>
</tr>
<tr>
<td>UTP</td>
<td>Total GDP and UTP concentration in the cytosol</td>
<td>mmol L⁻¹</td>
</tr>
<tr>
<td>v₁</td>
<td>The rate of RuBP carboxylation</td>
<td>μmol m⁻² s⁻¹ or mmol L⁻¹ s⁻¹</td>
</tr>
<tr>
<td>v₁₁</td>
<td>The rate of ATP formation in the cytosol</td>
<td>μmol m⁻² s⁻¹ or mmol L⁻¹ s⁻¹</td>
</tr>
<tr>
<td>v₁₁₁₁₁</td>
<td>The rate of PGA utilization in the cytosol</td>
<td>μmol m⁻² s⁻¹ or mmol L⁻¹ s⁻¹</td>
</tr>
<tr>
<td>XU5P</td>
<td>Xylulose-5-P</td>
<td>mmol L⁻¹</td>
</tr>
</tbody>
</table>

*A suffix c was added to the name of a metabolite appearing in the cytosol. For example, PGA is phosphoglycerate in the stroma, while PGAc is phosphoglycerate in the cytosol. **NA, Not applicable.*
On returning to 21% \([\text{O}_2]\), concentrations returned to the original steady state (Fig. 3), demonstrating the stability of the system of ordinary differential equations (ODEs) and the method of numerical integration. Sensitivity analysis of every kinetic parameter for every enzyme showed that parameters for Rubisco and sedoheptulose-1,7-bisphosphatase (SBPase) were by far the most critical in determining the simulated \(A\) (Table II; Supplemental Appendix S1, C–E).

Optimization of nitrogen allocation between the enzymes of photosynthetic carbon metabolism using an evolutionary algorithm suggested that light-saturated photosynthesis could be substantially increased (Fig. 4). Over generations of numerical selection, a progressive increase in investment in some enzymes at the expense of others was observed (Fig. 4). During the simulation, the total protein-nitrogen concentration available for the enzymes of the photosynthetic carbon metabolism was kept constant. After 1,500 generations, when the maximum \(A\) was reached, simulated \(A\) had increased 76% over initial \(A\). Rubisco, SBPase, ADP-Glc pyrophosphorylase (ADPGPP), and Fru-1,6-bisphosphate (FBP) aldolase were increased, whereas enzymes in the PCOP pathway and reactions involved

(Fig. 3). On returning to 21% \([\text{O}_2]\), concentrations returned to the original steady state (Fig. 3), demonstrating the stability of the system of ordinary differential equations (ODEs) and the method of numerical integration. Sensitivity analysis of every kinetic parameter for every enzyme showed that parameters for Rubisco and sedoheptulose-1,7-bisphosphatase (SBPase) were by far the most critical in determining the simulated \(A\) (Table II; Supplemental Appendix S1, C–E).

Optimization of nitrogen allocation between the enzymes of photosynthetic carbon metabolism using an evolutionary algorithm suggested that light-saturated photosynthesis could be substantially increased (Fig. 4). Over generations of numerical selection, a progressive increase in investment in some enzymes at the expense of others was observed (Fig. 4). During the
Table II. The concentrations of the enzymes of carbon metabolism for the initial and optimized leaves

These are the absolute concentrations of the enzymes represented in relative terms in Figure 5A. The CCs for the initial and optimized leaves as predicted by the evolutionary algorithm are listed.

<table>
<thead>
<tr>
<th>Enzyme Name</th>
<th>Initial Concentrations of Enzymes Used in the Simulation (mg N m(^{-2}))</th>
<th>CC for the Initial Nitrogen Distribution</th>
<th>Concentrations of Enzymes for the Optimized Leaf (mg N m(^{-2}))</th>
<th>CC for the Optimized Nitrogen Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rubisco</td>
<td>517</td>
<td>0.72</td>
<td>795</td>
<td>0.88</td>
</tr>
<tr>
<td>PGA kinase</td>
<td>12.2</td>
<td>0.00002</td>
<td>5.06</td>
<td>0.006</td>
</tr>
<tr>
<td>GAP dehydrogenase</td>
<td>68.8</td>
<td>0.0002</td>
<td>75.0</td>
<td>0.72</td>
</tr>
<tr>
<td>FBP aldolase</td>
<td>6.42</td>
<td>0.005</td>
<td>11.7</td>
<td>0.015</td>
</tr>
<tr>
<td>FBPase</td>
<td>25.5</td>
<td>0.004</td>
<td>35.9</td>
<td>0.044</td>
</tr>
<tr>
<td>Transketolase</td>
<td>34.9</td>
<td>0.008</td>
<td>18.4</td>
<td>0.022</td>
</tr>
<tr>
<td>SBP aldolase</td>
<td>6.21</td>
<td>0.003</td>
<td>7.43</td>
<td>0.0078</td>
</tr>
<tr>
<td>SBPase</td>
<td>1.29</td>
<td>0.8</td>
<td>4.90</td>
<td>0.006</td>
</tr>
<tr>
<td>Phosphoribulose kinase</td>
<td>7.64</td>
<td>0.006</td>
<td>8.55</td>
<td>0.01</td>
</tr>
<tr>
<td>ADPGPP</td>
<td>0.49</td>
<td>0.0001</td>
<td>4.88</td>
<td>0.0058</td>
</tr>
<tr>
<td>Phosphoglycolate phosphatase</td>
<td>85.2</td>
<td>&lt;0.000001</td>
<td>1.42</td>
<td>0.0014</td>
</tr>
<tr>
<td>Glycerate kinase</td>
<td>6.36</td>
<td>&lt;0.000001</td>
<td>1.31</td>
<td>&lt;0.000001</td>
</tr>
<tr>
<td>Glycerate oxidase</td>
<td>4.77</td>
<td>&lt;0.000001</td>
<td>1.49</td>
<td>-0.03</td>
</tr>
<tr>
<td>Ser glyoxylate aminotransferase</td>
<td>17.3</td>
<td>&lt;0.000001</td>
<td>3.03</td>
<td>-0.017</td>
</tr>
<tr>
<td>Glycerate dehydrogenase</td>
<td>2.64</td>
<td>&lt;0.000001</td>
<td>0.778</td>
<td>&lt;0.000001</td>
</tr>
<tr>
<td>Glu glyoxylate aminotransferase</td>
<td>21.8</td>
<td>&lt;0.000001</td>
<td>4.47</td>
<td>-0.01</td>
</tr>
<tr>
<td>GDC</td>
<td>179</td>
<td>&lt;0.000001</td>
<td>18.6</td>
<td>-0.14</td>
</tr>
<tr>
<td>Cytosolic FBP aldolase</td>
<td>0.566</td>
<td>0.005</td>
<td>0.280</td>
<td>0.00072</td>
</tr>
<tr>
<td>Cytosolic FBPase</td>
<td>2.24</td>
<td>0.004</td>
<td>1.44</td>
<td>0.0017</td>
</tr>
<tr>
<td>UDP-Glc pyrophosphorylase</td>
<td>0.0748</td>
<td>0.004</td>
<td>0.0718</td>
<td>0.00087</td>
</tr>
<tr>
<td>Suc-P synthetase</td>
<td>0.202</td>
<td>0.014</td>
<td>0.153</td>
<td>&lt;0.000001</td>
</tr>
<tr>
<td>Suc-P phosphatase</td>
<td>0.129</td>
<td>&lt;0.00002</td>
<td>0.07.3</td>
<td>&lt;0.000001</td>
</tr>
<tr>
<td>FBPase</td>
<td>0.0207</td>
<td>0.001</td>
<td>0.0101</td>
<td>&lt;0.000001</td>
</tr>
</tbody>
</table>

in Suc synthesis were decreased (Table II; Fig. 5A). In the next application of the evolutionary algorithm, we used the optimized nitrogen allocation selected at an intercellular [CO\(_2\)] (ci) of 280 \(\mu\)mol mol\(^{-1}\), reflecting the current atmospheric concentration of 380 \(\mu\)mol mol\(^{-1}\). We then reran the algorithm for a ci of 490 \(\mu\)mol mol\(^{-1}\), which corresponds to the ambient [CO\(_2\)] of 700 \(\mu\)mol mol\(^{-1}\) that is anticipated for the end of this century. At this future CO\(_2\), this simulated “evolution” moved nitrogen away from Rubisco and the enzymes in the photosynthetic metabolism, whereas all other enzymes in the Calvin cycle, ADPGPP, and cytosolic enzymes involved in Suc synthesis were increased (Fig. 5B). Simulated “evolution” at a low [CO\(_2\)], i.e. a ci of 165 \(\mu\)mol mol\(^{-1}\) corresponding to the assumed average ci of the past 25 million years, reallocated nitrogen to Rubisco and enzymes of photosynthetic metabolism from other enzymes in the Calvin cycle and ADPGPP (Figs. 5C and 6C). When capacities for triose-P export is high, increase in capacity for both starch synthesis, as suggested by the increase in ADPGPP, and Suc synthesis, as suggested by the increase in UDP-Glc phosphorylase, is necessary.

Following the Farquhar et al. (1980) model, we estimated the maximal Rubisco carboxylation rate (\(V_{\text{cmax}}\)) and maximal electron transfer rate (\(I_{\text{Jmax}}\)) for the initial and optimized leaf based on the Michaelis-Menten constants for CO\(_2\) and O\(_2\) used in this study. The \(V_{\text{cmax}}\) and \(I_{\text{Jmax}}\) for the initial leaf, i.e. generation 0, were 75 and 116 \(\mu\)mol m\(^{-2}\) s\(^{-1}\), respectively. The \(V_{\text{cmax}}\) and \(I_{\text{Jmax}}\) were 121 and 192 \(\mu\)mol m\(^{-2}\) s\(^{-1}\), respectively, for the optimized leaf under the current ci of 280 \(\mu\)mol mol\(^{-1}\).

**DISCUSSION**

The objectives of this study were (1) to produce a complete model of photosynthetic carbon metabolism that could mimic dynamic phenomena associated with the presence of photorespiration, and (2) to test the hypothesis that photosynthetic rate may be increased by altering the partitioning of resources between the different enzymes of photosynthetic carbon metabolism without increasing the total amount of protein-nitrogen.
A dynamic model of photosynthetic carbon metabolism that includes all reactions involved in the Calvin cycle, photosynthetic pathway (PCOP), starch synthesis, and Suc synthesis was developed by extending previous models (Pettersson and Ryde-Pettersson, 1988; Laisk et al., 1989; Poolman et al., 2000). The model was shown to achieve a stable and realistic rate of light-saturated \( A \), and qualitatively reproduced well-established dynamics of \( A \) following environmental perturbations, specifically, alteration of intercellular \([\text{CO}_2]\) and \([\text{O}_2]\), where cytosolic phosphate was either in surplus or was limiting to triose-P transfer from the chloroplast to cytosol. The model as used here assumed maximum activation of the enzymes of photosynthetic carbon metabolism, commensurate with light saturation, so avoiding many feedback controls imposed by thioredoxin, pH, Mg\(^{2+}\), and Rubisco activation via its activase. Despite this simplification, a steady-state \( A \) was attained, and a new steady state was quickly reestablished following perturbation of \([\text{O}_2]\). Furthermore, the original steady-state \( A \) was reattained when the system was returned to 21% \([\text{O}_2]\) from 2% \([\text{O}_2]\) (Fig. 2, C and D). The well-established response of steady-state \( A \) to intercellular \([\text{CO}_2]\) \((A/c)\) was also successfully predicted (Fig. 2B). Equally, steady-state concentrations of key intermediates in silico were similar to reported in vivo concentrations (Fig. 3 versus tables C3, D3, and E3 in Supplemental Appendix S1). In theory, a series of so many (38) linked differential equations would have many potential steady-state solutions due to the nonlinearity of the rate equations with respect to the substrate and product involved in the reaction (Supplemental Appendix S1A). In our simulations, only one was attained, and this same solution was regained after a transient perturbation of the system by changing \([\text{O}_2]\). The simulated values of \( A \), 16 \( \mu \text{mol} \text{m}^{-2} \text{s}^{-1} \) in normal air and 18 \( \mu \text{mol} \text{m}^{-2} \text{s}^{-1} \) in 2% \([\text{O}_2]\), are within the range typical for healthy C\(_3\) leaves (Wullschleger, 1993). Given the assumed model structure (Fig. 1), the steady-state concentrations are purely a function of the kinetic parameters of the enzymes and the conserved quantities (see “Materials and Methods,” section “Equations for Conserved Quantities”). When the model was initiated with metabolite concentrations extracted from the literature, an initial damped oscillation was observed in the metabolite concentrations, but the steady-state values were all within an order of magnitude of the initial literature values (Fig. 3). This implies that the many controls and feedbacks within

![Figure 4](https://www.plantphysiol.org)
the Calvin cycle and associated carbon metabolism are not essential to obtaining a stable high rate of photosynthesis, but may of course affect the steady-state $A$ and may affect the stability of the system when light is not saturating. Sensitivity analysis showed that simulated $A$ was most sensitive to variation in the kinetic parameters of Rubisco and SBPase, while hardly effected ($< 0.5\%$) by a 5% variation in most other enzymes (Table II; Supplemental Appendix S1, C–E). This may explain why the model produces surprisingly realistic values and responses of $A$ despite

Figure 5. The change in concentrations of the enzymes of carbon metabolism selected over 1,500 generations. A, The ratio of the enzyme concentrations optimized by the evolutionary algorithm at a $c_i$ of 280 $\mu$mol mol$^{-1}$ ([Enzyme]$_{\text{op},280}$) compared to the initial concentrations ([Enzyme]$_{\text{initial},280}$). B, the ratio of the optimal enzyme concentration in a $c_i$ of 490 $\mu$mol mol$^{-1}$ ([Enzyme]$_{\text{op},490}$) compared to the optimum in a $c_i$ of 280 $\mu$mol mol$^{-1}$. C, The ratio of the optimal enzyme concentration in a $c_i$ of 165 $\mu$mol mol$^{-1}$ ([Enzyme]$_{\text{op},165}$) compared to the optimum in a $c_i$ of 280 $\mu$mol mol$^{-1}$. The maximal rate of triose-P (PGA, GAP, and DHAP) export is 1 mmol L$^{-1}$ s$^{-1}$. Selection in each generation is for the maximum light-saturated $A$, as in Figure 4. Definitions of the abbreviations for these enzymes are given in Table I.

Figure 6. As for Figure 5, but with a triose-P (PGA, GAP, and DHAP) maximum export rate of 3 mmol L$^{-1}$ s$^{-1}$. 
the disparate sources of data for parameterization. Kinetic parameters for Rubisco and SBPase are among the most studied and best defined. Further, use of antisense technology to alter enzyme amounts, coupled with flux analysis, has similarly shown Rubisco and SBPase to dominate control of light-saturated photosynthesis (Raines, 2003).

The calculated CCs for different enzymes of carbon metabolism with the “evolved” optimal nitrogen allocation were not identical (Table II). Previous theoretical analysis had shown that under a constant total protein-nitrogen available, the optimal flux CCs for different enzymes in a pathway are not identical but depend on the pathway structure and enzyme properties, such as molecular masses, catalytic numbers, Michaelis-Menten constants, etc. (Heinrich and Klipp, 1996). Intuitively, if one enzyme has a large molecular mass and a small catalytic number, a relatively large increase in nitrogen investment will be required to gain a relatively small increase in the activity of this enzyme. Given a fixed total pool of leaf protein-nitrogen, the increase of nitrogen to this enzyme will inevitably decrease nitrogen available to all other enzymes, which leads to a decrease in flux. Another possibility for the unequal CCs for different enzymes is that the evolutionary algorithm finds a local rather than global optimum, in the same way that real evolution can move into a situation from which it cannot easily escape. This would occur when reversion is through nonviable phenotypes. An example in real evolution might be the oxygenase activity of Rubisco. To check this possibility, we repeated the “evolution” three times, and the results obtained were almost identical even though random selection was reseeded on each run.

While a decrease in [O2] normally increases A by lowering the amount of carbon entering PCOP relative to the Calvin cycle, experimentally it has been shown that this does not apply when export of carbohydrate from the chloroplast is limited by cytosolic phosphate, which inhibits ATP synthesis (Sharkey, 1985). Again, the system faithfully simulated this peculiar phenomenon of photosynthesis. When a low activity of cytosolic FBPase, corresponding to a low sink strength, was simulated, A at 2% [O2] was lower than at 21% [O2], converse to the observation when a high activity of cytosolic FBPase, corresponding to a high sink strength, was simulated (Fig. 2, C and D). This qualitatively mimics the response observed in vivo (Sharkey, 1985). In addition, our model successfully simulated the previously reported counterintuitive effects of SBPase on A under different sink strengths (Poolman et al., 2001), i.e. increase in SBPase activity led to increased A under high sink strength but decreased A under low sink strength (data not shown). These tests showed that the system of linked differential equations and the method of numerical integration produced quantitatively realistic solutions and qualitatively realistic behavior. This was critical to progress to the second objective of the study, i.e. to determine whether protein-nitrogen is allocated optimally with respect to light-saturated photosynthetic rate and, if not, what reallocation would maximize light-saturated photosynthesis.

Redistribution of nitrogen among different enzymes could in theory lead to a large increase in A, more than 76% from 16 to 28 μmol m⁻² s⁻¹ (Fig. 4). Relative to the initial concentration of enzymes, increases in Rubisco, FBP aldolase, SBPase, and ADPGPP were required to increase the maximum A (Fig. 5A). The increases in these enzymes are consistent with the high flux CCs that these enzymes have (Stitt et al., 1991; Poolman et al., 2000). Intriguingly, SBPase is one enzyme where an approximately 10% increase in A and productivity has been observed in transgenics overexpressing SBPase (Lefebvre et al., 2005; Tami et al., 2006). This simulation suggests that further gains could be achieved if, in addition, Rubisco, FBP aldolase, and ADPGPP (or together with UDP-Glc phosphorylase when the membrane triose-P export capacity is high) were overexpressed.

These increases were achieved at the expense of enzymes of photorespiratory metabolism and of storage carbohydrate metabolism downstream of triose-P. The fact that the actual distribution does not match the modeled optimal distribution could have many explanations. Assuming that the kinetic properties of the enzymes used approximate to reality and that these enzymes are largely activated at light saturation, then an apparently nonoptimal partitioning could have four potential causes.

(1) Evolution in the natural environment selects for those individuals producing the maximum number of viable progeny, while the evolutionary algorithm selected for maximal light-saturated A at 25°C. Survival is by definition critical to maximizing progeny produced, and selection for survival may sometimes be counter to photosynthetic efficiency. For example, the simulation selected for very large decreases in all photorespiratory (PCOP) enzymes in order to maximize A. Consistent with this prediction, 60% decreases in the amounts of both Gly decarboxylase (GDC) and Ser glyoxylate aminotransferase have been found not to affect A (Wingler et al., 1997, 1999). However, under high-temperature stress, e.g. 40°C, the flux of carbon into PCOP would increase 2.5 times relative to 25°C, based on the kinetic properties of Rubisco (calculated from Farquhar et al. [1980], using the temperature functions of Bernacchi et al. [2001]). If the leaf is simultaneously water stressed such that the intercellular [CO2] is decreased, then this flux will be even larger. Under these conditions, enzyme limitation of the rate at which carbon entering the PCOP is returned back to the Calvin cycle could be lethal, so this apparent overinvestment in enzymes of PCOP may be to ensure survival under stress at the expense of a higher A under optimal conditions. This suggests that for crops grown in environments where few stresses are likely, e.g. cool temperate moist climates and some protected environments, engineering the changes suggested by Figure 5A could result in large increases in leaf protein-nitrogen.
photosynthesis. Such increases in leaf photosynthesis can be closely linked to increase in crop productivity (for review, see Long et al., 2006). The cost, though, may be decreased stress tolerance.

(2) Another reason why the concentration of enzymes in the PCOP has not decreased as predicted here may be because the ratio of RuBP oxygenation to carboxylation is fixed at given CO₂ and O₂ concentrations. If enzyme concentrations in the PCOP decrease and Rubisco specificity remains constant, metabolites in the PCOP will inevitably accumulate (Zhu et al., 2004b). Unless plants evolve mechanisms to effectively utilize the accumulated metabolites, this carbon will be lost from the Calvin cycle and may slow regeneration of RuBP. One potential solution is to increase the Rubisco specificity to CO₂ versus O₂, correspondingly lowering enzymes in the photorespiratory pathway.

(3) An increase in the activity of SBPase is predicted. Why has normal evolution not already selected this increase? SBPase affects the branch between regeneration of RuBP and starch synthesis (Woodrow and Berry, 1988). Its activity is known to be modulated by many other metabolites, critically, thioredoxins, pH, and Mg²⁺ (Raines et al., 1999, 2000; Schurmann and Jacquot, 2000). SBPase could only act as a key point of regulation if its activity is sufficiently low to exert control on flux through the Calvin cycle. Its lower than predicted amount (Fig. 5A) might be argued to reflect an important control function. However, the prediction of the evolutionary algorithm is supported by two independent studies in which SBPase activity has been transgenically increased by expression of the gene from either Arabidopsis (Arabidopsis thaliana) or Chlamydomonas in tobacco (Nicotiana tabacum). Both manipulations gave large increases in A and final dry matter yield, without any apparent detrimental phenotype (Lefebvre et al., 2005; Tamoi et al., 2006). Increase in SBPase activity by 4.3-fold increased light-saturated photosynthesis by 23% and final dry matter production by 50% (Tamoi et al., 2006). Our simulation assumes a constant NADPH and so assumes no limitation in electron transport. Increase in SBPase therefore allows a large increase in the rate of regeneration of RuBP, reflected in a 65% increase in I₀max. Recent experimental analyses suggest that control of I₀max may be colimited by the capacity of the cytochrome bf complex and SBPase (Price et al., 1998; Harrison et al., 2001). So, while increase in SBPase may result in an increase in A at light saturation, this may be moderated by limitation in whole-chain electron transport.

(4) Atmospheric [CO₂] has risen from approximately 270 µmol mol⁻¹ in 1850 to 384 µmol mol⁻¹ today. Yet, our current C₃ plants evolved over the past 25 million years in a [CO₂] of 235 µmol mol⁻¹ (Barnola et al., 2003). Because CO₂ competitively inhibits RuBP oxygenation at Rubisco, the flux of carbon into photorespiration as a proportion of the flux into photosynthesis gradually decreases with increase in [CO₂]. Calculations using this model showed that the proportions of flux into photorespiration are 30%, 26.1%, and 18.3% for atmospheric [CO₂] of 235, 270, and 380 µmol mol⁻¹, respectively. Therefore, the flux into the photorespiratory pathway was decreased about one-third with increase of atmospheric [CO₂] from 270 to 380 µmol mol⁻¹ since the industrial revolution. Thus, they may be poorly adapted to the increase that has occurred in the brief period of 150 years on an evolutionary time scale. Consistent with this, the optimized enzyme distributions under a higher cᵥ, i.e. 490 µmol mol⁻¹, showed the lower concentration of photorespiratory enzymes needed to deal with the decreased flux of carbon into this pathway with rising [CO₂] (Fig. 5B).

In conclusion, a complete model of photosynthetic carbon metabolism that is capable of simulating photosynthesis in normal air, i.e. in the presence of photorespiration, was developed. It demonstrates the potential of combining dynamic models of metabolic pathways with evolutionary algorithms to identify the combinations of changes most likely to lead to increased productivity. Application is currently limited by the lack of complete published analyses of all photosynthetic carbon metabolism proteins for a single leaf. As a result, the exact percentage of increase in each enzyme might be taken as a trend rather than an absolute numerical value. Despite these limitations, application of an evolutionary algorithm suggests that partitioning of resources between proteins is suboptimal with respect to maximizing productivity. While some of the inferred improvements, in particular, increase in SBPase, have been identified experimentally, other suggested improvements are subtle. The most important inference is that very substantial gains in photosynthetic productivity could be obtained by altered partitioning of resources, with importance for future crop production in the absence of severe stress and in adapting crop photosynthesis to global atmospheric change.

MATERIALS AND METHODS

Four Stages of Model Development

The model was developed in four stages. (1) Rate equations for each discrete step in photosynthetic carbon metabolism were developed based on literature and standard equations for enzyme kinetics. (2) Equations for conserved quantities were developed where the sum of two or more metabolites is a conserved quantity, e.g. [NADPH] + [NADP⁺] is a constant. (3) Differential equations were developed to describe the rate of concentration change in each metabolite. Each differential equation describes the consumption and production of a metabolite. These equations were linked to form the complete model. (4) Algorithms for solving the system of linked differential equations were developed. Because there is no analytical solution for the system of differential equations describing photosynthetic carbon metabolism, computationally efficient algorithms for numerical integration that could deal with very different rates of concentration change in different metabolite pools were identified to solve the system of differential equations. (1) Rate Equations

The complete set of rate equations is presented in Supplemental Appendix SIA. The reactions in C₃ photosynthetic carbon metabolism are numbered in the diagrammatic representation of the linked pathways where a number is given for each enzyme-catalyzed reaction (Fig. 1; all abbreviations are listed in Table I). The numbers in this figure were used as subscripts in the notation of
different reaction rates, e.g. \( v_g, v_p, \) etc. In the diagram, reversible reactions are indicated by double-headed arrows and essentially irreversible reactions are indicated as a single-headed arrow pointing from the substrate to the product. The reactions were categorized into equilibrium and nonequilibrium reactions. The reactions assumed to be in equilibrium (Laikis et al., 1989) were interconversion between the following: (1) GAP and DHAP in both stroma and cytosol; (2) xylulose-5-P (Xu5P), Rib-5-P (R5P), and ribulose-5-P (Ru5P); and (3) Fructose-6-P (F6P), Glic-6-P (GAP), and Glc-1-P (GIP), Fig. 1. The following equations were used to describe DHAP \( \rightarrow \) GAP in the stroma:

\[
\text{[GAP]} = \frac{\text{[T3P]}}{1 + K_{eq}} \quad (1.1.1)
\]

\[
\text{[DHAP]} = \frac{K_{eq} \text{[T3P]}}{1 + K_{eq}} \quad (1.1.2)
\]

\[
\text{[T3P]} = \text{[GAP]} + \text{[DHAP]} \quad (1.1.3)
\]

where \( K_{eq} \) is the equilibrium constant of the reaction and \( [T3P] \) represents the sum of \([GAP] \) and \([DHAP] \).

The relationship between the concentrations of (1) \( R5P, Ru5P, Xu5P, \) and their sum (PenP), and (2) \( F6P, G6P, G1P, \) and their sum (HexP) were derived similarly (Supplemental Appendix S1A).

All nonequilibrium reactions, except four, were assumed to obey Michaelis-Menten kinetics, modified as necessary for the presence of inhibitor(s) or activator(s). For a general reversible reaction of the form \( A + B \leftrightarrow C + D, \) the rate equation used was:

\[
v = V_m \frac{[A][B]}{K_{mB} + [B] + [C][D]} \quad (1.1.4)
\]

following the standard kinetic equation for a reversible reaction with two substrates and two products (Cleland, 1963), where \([A], [B], [C], \) and \([D] \) represent the concentrations of the metabolites \( A, B, C, \) and \( D, \) respectively; \( K_{mB} \) and \( K_{mC} \) are the Michaelis-Menten constants for \( A, B, C, \) and \( D, \) respectively; \( K_{eq} \) is the equilibrium constant of this reaction; \( V_m \) is the maximum rate of this reaction.

For a general nonreversible reaction, \( A + B \rightarrow C + D, \) the generalized rate equation was:

\[
v = V_m \frac{[A][B]}{[A] + K_{mB}(1 + \frac{[A]}{K_{mA}}) + [B]} \quad (1.1.5)
\]

after Segel (1975).

The presence of a competitive inhibitor (\( \)E) changes the apparent Michaelis-Menten constant of the corresponding substrate (Segel, 1975). For example, in the presence of a competitive inhibitor of metabolite \( A \) in a nonreversible reaction \( A + B \rightarrow C + D, \) the rate equation used was modified for the model here to:

\[
v = V_m \frac{[A][B]}{[A] + K_{mB}(1 + \frac{[A]}{K_{mA}}) + [B]} \quad (1.1.6)
\]

where \( K_{i} \) is the inhibition constant.

These generic equations were used to describe, as appropriate, the enzyme-catalyzed steps of the Calvin cycle, starch synthesis, trisose-P export, Suc synthesis, and the PCOP (Supplemental Appendix S1A). The only exceptions, where reaction order or conditions required specific formulations, were the reactions catalyzed by Rubisco, ADPGPP, the chloroplast envelope phosphate translocator, and GDC (Supplemental Appendix S1A).

The concentration of Rubisco active sites in the chloroplast stroma is of the same order of magnitude as the concentration of the substrate RuBP (Bassham and Krause, 1969; Dietz and Heber, 1984; Schimkat et al., 1990; Woodrow and Mott, 1993). Taking account of the high Rubisco concentration, Farquhar (1979) developed an equation relating the rates of carboxylation and oxygenation to total RuBP concentration (\( R_5 \)). The solution of this equation is closely approximated by:

\[
v_g = W_c \times \min\{1, [R_5]/[E]\} \quad (von\ Caemmerer,\ 2000) \quad (1.1.7)
\]

where \( W_c \) is calculated as:

\[
W_c = \frac{V_{cm}(CO_2)}{[CO_2] + K_{mco2}(1 + [O_2]/K_{mco2})} \quad (2000) \quad (1.1.8)
\]

where \( V_{cm} \) represents the maximum rate of RuBP carboxylation; \( K_{mco2} \) the Michaelis-Menten constant of \( CO_2 \) and \( K_{mco2} \) the Michaelis-Menten constant of \( O_2 \). Some intermediates of the Calvin cycle other than RuBP bind to the Rubisco active site and competitively inhibit RuBP carboxylation (Badger and Lorimer, 1981). This is implemented in the model as a modification of Equation 1.1.8 (compare with Farquhar, 1979; von Caemmerer, 2000):

\[
v_g = \frac{[RuBP] \times W_c \times \min\{1, [RuBP]/[CO_2] \}}{[RuBP] + K_c(1 + [PGA]/K_{PGA} + [FBP]/K_{FBP} + [NADPH]/K_{NADPH} + [NADP]/K_{NADP})} \quad (1.1.9)
\]

where \( K_c \) is the Michaelis-Menten constant for RuBP, where \( K_{PGA}, K_{FBP}, K_{NADPH}, K_{NADP}, \) and \( K_{PGA}, K_{FBP}, K_{NADPH}, K_{NADP} \) are the respective constants for PGA, FBP, sedoheptulose-1,7-bisphosphate (SBP), phosphate, and NADPH inhibition of RuBP binding to Rubisco active sites (Badger and Lorimer, 1981). To maintain the activity of Rubisco, Rubisco activase is required (Portis, 1995, 2003). The ratio of Rubisco to Rubisco activase was assumed to be unity (Eckardt et al., 1997). Effectively, Rubisco and Rubisco activase always accompany each other and have the same molar concentrations in this model.

The reactions catalyzed by ADPGPP (Eq. 1.1.10) and the phosphate translocator (Eqs. 1.1.11–1.1.14) were assumed to conform to the rate equations developed by Petersson and Ryde-Pettersson (1988).

\[
N = 1 + \frac{[PGA]/[ATP]}{1 + [PGA]/[ATP]} + \frac{[GAP]/[DHAP]}{1 + [GAP]/[DHAP]} \quad (1.1.10)
\]

\[
v_o = \frac{V_o[DHAP]/[K_{DHAP}][N]}{1 + [PGA]/[K_{PGA}][N]} \quad (1.1.11)
\]

\[
v_o = \frac{V_o[PGA]/[K_{PGA}][N]}{1 + [GAP]/[K_{GAP}][N]} \quad (1.1.12)
\]

\[
v_o = \frac{V_o[GAP]/[K_{GAP}][N]}{1 + [GAP]/[K_{GAP}][N]} \quad (1.1.13)
\]

\[
v_o = \frac{V_o[GAP]/[K_{GAP}][N]}{1 + [GAP]/[K_{GAP}][N]} \quad (1.1.14)
\]

We assumed that the rate equations for all reactions in PCOP followed Michaelis-Menten kinetics. GDC is an enzyme complex that includes four different component proteins (\( P \) protein, \( H \) protein, \( T \) protein, and \( L \) protein), which function together to catalyze the oxidative decarboxylation and deamination of Gly resulting in the formation of \( CO_2, NH_3, \) and the concomitant reduction of \( NAD^+ \) to \( NADH \) (Douce et al., 2001). These four proteins act in concert. As a simplification, one Michaelis-Menten equation representing the first reaction in GDC, the Gly decarboxylation reaction, was used to represent the overall reactions catalyzed by GDC. Ser is a competitive inhibitor of Gly in the decarboxylation reaction (Oliver and Raman, 1995), therefore, the rate equation of Gly decarboxylation was:

\[
v_{115} = \frac{V_{115}[GLY]}{[GLY] + K_{115}[1 + [SER]/K_{115}]} \quad (1.1.15)
\]

where \( V_{115} \) represents the maximum rate of Gly decarboxylation; \( [GLY] \) and \( [SER] \) represent the concentrations of Gly and Ser in the cytosol; \( K_{115} \) represents the Michaelis-Menten constant for Gly; and \( K_{115} \) represents the constant for competitive inhibition of GDC by Ser.

Our model made further assumptions about PCOP metabolism. First, there was no limitation to metabolite transport from mitochondrion to peroxisome, i.e. spatial differentiation between peroxisome and mitochondrion were not considered. Second, the transfer of glycerate and glycine between stroma and cytosol was assumed to follow Michaelis-Menten kinetics (Howitz and McCarty, 1985a, 1985b, 1986) with the rate equations incorporating glycerate competitive inhibition of the binding of glycolate and vice versa (Howitz and McCarty, 1985b, 1986).
The rate equations used for describing all reactions in this model of photosynthetic C₄ carbon metabolism are listed in Supplemental Appendix S1A. This model needs a large number of constants and parameters, such as Michaelis-Menten constants, inhibition constants, and the maximal enzyme activities. No consistent set of constants/parameters for any single plant species was available. As a compromise, these constants/parameters were obtained by surveying peer-reviewed studies for different species. Given this compromise, whenever possible, we used constants/parameters from spinach (Spinacia oleracea) in the model. All Michaelis-Menten constants and inhibition constants for the Calvin cycle, starch synthesis, the PCOP reactions, and Suc synthesis are listed in table C1 of Supplemental Appendix SIC, table D1 of Supplemental Appendix S1D, and table E1 of Supplemental Appendix S1E, respectively.

Similarly, there is no consistent set of maximum enzyme activities for all the enzymes in photosynthetic carbon metabolism yet. As a compromise, we developed a standardized set of maximum enzyme activities for a "typical" C₄ leaf under high light based on the literature survey. To do this, we first compiled the activities of enzymes involved in the Calvin cycle, photorespiratory pathway, and Suc synthesis pathways as reported in the literature. The enzyme activities in each pathway were then normalized relative to the \( V_{\text{m}} \) of Rubisco as this was the enzyme most commonly measured. If Rubisco was not available, then the ratio to either glycolate oxidase or Suc-P synthetase was used, and then corrected to Rubisco based on the average ratio of these two enzymes to Rubisco from other studies. During the normalization, the ratio of \( V_{\text{m}} \) of each enzyme in the pathway to that of the chosen enzyme was calculated. The normalization step was done for \( V_{\text{m}} \) values from each study and then averaged across all studies (tables C2, D2, and E2 of Supplemental Appendix SI, C–E). These ratios were used as the basis for building the \( V_{\text{m}} \) for each enzyme used in the model.

Finally, to construct the "typical" C₄ leaf used in this study, we assumed that the total protein-nitrogen in enzymes of the photosynthetic carbon metabolism is 1 g m⁻². The mass of nitrogen in each enzyme in 1 m² leaf area was then calculated based on the number of active sites, catalytic rate per active site, molecular mass of each enzyme, and the ratios between \( V_{\text{m}} \) of different enzymes. Mole of each protein is then calculated based on the chlorophyll concentration of 1 g chlorophyll m⁻² and 30 \( \mu \)g struma mg⁻¹ chlorophyll and 30 \( \mu \)g cytosol mg⁻¹ chlorophyll (Harris and Koniger, 1997). The \( V_{\text{m}} \) for each enzyme was then calculated based on the amount of each enzyme and the volume of the compartment that it occupies in 1 m² leaf area.

## (2) Equations for Conserved Quantities

### During photosynthesis, the total concentration of the adenylate nucleotides ([CA]) in the chloroplast stroma, i.e. the sum of [ATP] and [ADP], was assumed to remain constant. The export of PGA, GAP, or DHAP from the chloroplast to the cytosol was calculated assuming a leaf chlorophyll concentration of 1 g chlorophyll m⁻² and 30 \( \mu \)g struma mg⁻¹ chlorophyll and 30 \( \mu \)g cytosol mg⁻¹ chlorophyll (Harris and Koniger, 1997). The \( V_{\text{m}} \) for each enzyme was then calculated based on the amount of each enzyme and the volume of the compartment that it occupies in 1 m² leaf area.

\[
[CA] = [ADP] + [ATP] \quad (1.2.1)
\]

\[
[CN] = [NADP] + [NADPH] \quad (1.2.2)
\]

\[
[CP] = [Pi] + [PGA] + 2[BPGA] + [GAP] + [DHAP] + 2[FBP] + [F6P] + [E4P] + 2[SBP] + [STP] + [RuSP] + [Ru5P] + [RuBP] + 2[RuBP] + [G6P] + [G1P] + [ATP] + [PGCA] \quad (1.2.3)
\]

\[
[CA] = [ADP] + [ATP] \quad (1.2.4)
\]

\[
[CP] = 2 \times ([FBP] + [F2BP]) + [PGA] + [T3P] + [HexP] + [SUCP] + [UTP] + [ATP] + [Pi] \quad (1.2.5)
\]

\[
[CN] = [NAD] + [NADH] \quad (1.2.6)
\]

## (3) The Differential Equations

The rate of change in concentration of a metabolite is represented by the difference between the rate(s) of the reaction(s) generating the metabolite and the rate(s) of the reaction(s) consuming the metabolite. For example, RuBP is generated from the phosphorylation of Ru5P catalyzed by Ru5P kinase, with a reaction rate \( v_{\text{D1}} \) and RuBP is consumed by oxygenation (\( v_{\text{D1}} \)) and carboxylation (\( v_{\text{D2}} \)). Thus, the rate of RuBP concentration change is:

\[
\frac{d[RuBP]}{dt} = v_{\text{D1}} - v_{\text{D1}} - v_{\text{D2}} \quad (1.3.1)
\]

The volume of the chloroplast stroma can be different from that of the cytosol in a typical higher plant cell (Winter et al., 1993, 1994; Leidreiter et al., 1995), with the ratio between the volume of the stroma and that of the cytosol varying in different species and under different conditions (Winter et al., 1993, 1994; Leidreiter et al., 1995). As a simplification, a ratio of 1:1 was assumed in calculating the concentrations of metabolites (Supplemental Appendix SIB). The differential equations describing rates of change of all metabolites are listed in Supplemental Appendix SIB.

## (4) Algorithms for Solving the System Representing the C₄ Photosynthetic Carbon Metabolism

The complete set of linked differential equations (Supplemental Appendix SIB) forms a system of ODEs. This system of ODEs, together with the rate equations (Supplemental Appendix S1A), forms a complete description of photosynthetic carbon metabolism. After initial testing of alternative numerical integration routines, we chose the ode15s procedure of MATLAB (version 6; MathWorks) to solve the system of ODEs (Supplemental Appendix SIB). The solution of the ODEs provided by ode15s is the time evolution of the concentrations of metabolites. This routine was chosen because of its computational efficiency in dealing with a “stiff” set of equations, i.e. where rates of change differ significantly between components. The initial concentrations of metabolites were parameterized based on “typical” literature values for concentrations in illuminated leaves (table C3 in Supplemental Appendix SIC, table D3 in Supplemental Appendix S1D, and table E3 in Supplemental Appendix S1E). All simulations assumed that photosynthesis was light saturated, with all light-regulated enzymes fully activated and a constant NADPH level of 1 mN, i.e. this assumes that any consumption of NADPH is instantaneously replenished.

### Experiments

#### (1) Model Validation

To test the utility and stability of the model, the following numerical experiments were conducted. The model was run: (1) to determine if stable and realistic steady-state levels of metabolites and \( A \) can be obtained; and (2) to determine if by perturbing the system, particularly, with respect to the balance between PCOP and Calvin cycle, by lowering \([O_2]\) from 21% to 2%, a new stable steady-state could be obtained and that the former steady-state solution was regained on return to 21% \([O_2]\). This test was conducted with and without inorganic phosphate limitation, i.e. with high and low chloroplast triose-P export capacities.

#### (2) Development and Application of an Evolutionary Algorithm to Identify Optimal Distribution of Enzymes Given Fixed Protein-Nitrogen Investments

It was assumed that the amount of enzyme is proportional to \( V_{\text{m}} \). An evolutionary algorithm (Goldberg, 1989) was developed to select for the maximal light-saturated \( A \) given a fixed total nitrogen investment in all the enzymes of photosynthetic carbon metabolism. A similar approach was used to study the optimal morphology of plants on land (Niklas, 1999). An
evolutionary algorithm uses mechanisms of biological evolution: reproduction, mutation, natural selection, and survival of the fittest. Candidate sets of the enzyme concentrations, i.e. solutions to the optimization problem, play the role of individuals in a population and select for higher rates of light-saturated \( A \). In this study, the starting distribution of protein-nitrogen among the enzymes was obtained as described above. For the second and subsequent generations, the concentrations of all enzymes were mutated through random variation according to:

\[
E_{i+1} = E_i \times (1 + N(x, \sigma))
\]

where \( E_{i+1} \) is the unadjusted concentration of ith enzyme in the metabolism network at the \( (t+1) \)th generation, \( E_i \) is the concentration of ith enzyme in the metabolism network at \( t \)th generation, and \( N(x, \sigma) \) represents a normally distributed random number of mean \( x \) and \( \sigma \). In this particular study, we assumed that \( x = 0 \) and \( \sigma = 0.05 \). When the new concentration of each enzyme had been computed, the total was summed and then the amount of each enzyme was corrected by its product with the ratio of the original total and new to ensure that the total amount of protein remains constant.

In each generation, production of 16 new individuals was simulated. Each individual, representing a set of enzymes required for the model of photosynthetic carbon metabolism, was used as input for the model to simulate the steady-state light-saturated photosynthesis. The individual with the highest \( A \) was selected and used to "seed" the next generation. This was repeated for 1,500 generations when a steady optimized solution is identified. After the optimal nitrogen allocation was identified for a \( c_i \) of 280 \( \mu \)mol mol\(^{-1}\) the optimized nitrogen allocation was used as the initial enzyme concentration to reoptimize for a \( c_i \) of 490 or 165 \( \mu \)mol mol\(^{-1}\), which corresponds to the assumed \( E_i \) for atmospheric \([CO_2]\) in the year 2100 (Prentice et al., 2001) and the average [\( CO_2 \)] of the past 25 million years (Barnola et al., 2003). The \( c_i \) to \( E_i \) ratio was assumed to be constant at 0.7 (Wong et al., 1979). The simulations were conducted twice, first with a high maximum chloroplast membrane triose-P export capacity (3 mmol L\(^{-1}\) s\(^{-1}\)) and second with a low maximum capacity (1 mmol L\(^{-1}\) s\(^{-1}\)). The flux CC for the maximal velocity of each enzyme used in the system was calculated. For example, to calculate CC for Rubisco maximum carboxylation velocity \( V_{\text{cmax}} \), we decreased \( V_{\text{cmax}} \) by 5% and then examined the percentage change in \( A \) (\( \Delta A/\Delta N \)). The CC of \( V_{\text{cmax}} \) was then estimated as:

\[
CC = \frac{\Delta A}{\Delta N} = 0.05
\]

This same procedure was repeated to calculate the response coefficient (Kacser et al., 1995) for all kinetic parameters, such as Michaelis-Menten constants, for each enzyme. These CCs are listed in Table II and response coefficients are listed in Supplemental Appendix S1.

Supplemental Data
The following materials are available in the online version of this article.

Supplemental Appendix S1. The appendices include the equations and parameter values used in the article.
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