A Systems View of Responses to Nutritional Cues in Arabidopsis: Toward a Paradigm Shift for Predictive Network Modeling
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One of the major challenges of plant biology is to understand and model plant molecular networks coordinating growth and development, in response to nutritional cues. Further, the predictions and/or the genetic modifications of these responses would have the potential of providing solutions to tweak nutrient inputs of the entire food chain. However, the functioning of a plant as a system is not the result of a simple network, but rather a combination of multiple, intertwined, dynamic, and linear or nonlinear interactions between its elements (DNA, RNA, proteins, metabolites, organelles, cell types, organs, etc.). In addition, this sessile system has to face a combination of fluctuating environmental conditions, including biotic and abiotic stresses. It becomes obvious that the comprehensive knowledge of how this plant system functions in its environment cannot be achieved by the sequential characterization of its elements one by one, or a single class of elements in isolation of the others. Thus, in plant science as well as in other fields of fundamental biology, a paradigm shift is needed. The complexity of the system is so large that understanding it as a whole is without any doubt a necessity to further understand biological systems. Indeed, the reductionist approach is mainly based on reverse genetics (use of mutants or overexpressors to decipher gene function). Several articles cite the fact that the reductionist approach, the one used by biologists on a daily basis, would fail, if it was applied to the study of complex physical system such as a radio (Lazebnik, 2002). Removing components of a radio would probably identify the major components of the studied systems (e.g. speakers or antenna), but it certainly will never give a global understanding of how the radio receives an electromagnetic signal and transform it into audible sounds. This change in our point of view needs to be applied to biological systems, and in particular to plant systems biology.

During these most recent years, the new field of plant systems biology has emerged that has been developed to resolve some key questions using a maximum level of integration: the plant as a whole. We can still think that the ultimate goal of these new approaches and associated tools is to build a model of the system precisely enough that we could build a virtual plant. Developing a virtual plant systems model can be used to (1) explain mechanistically how molecular network changes evoke responses and (2) predict molecular network states under untested conditions or in response to environmental or genetic modifications. In the long term, this systems approach should enable researchers to test biotechnological strategies for gene modification in silico, prior to implementation in transgenic crop plants.

The genesis of systems biology is linked to technological advances that were able to draw a broad picture (if not exhaustive) of each level of integration. The first step was clearly done when high-throughput technologies allowed the acquisition of omics data, i.e. genomic, transcriptomic, proteomic, and metabolomic. For (plant) biologists, this is the opportunity to collect large sets of comprehensive and quantitative data, in a large variety of conditions. The second step is the possibility to store these large data sets, compute them, and infer biological meaning by a click integrative analysis using web-based tools. This critical step in the post-genomic area has implied the opening of a dialog between mathematicians, statisticians, computer scientists, and biologists (Shasha, 2003). This dialog has been successful if we consider the number of programs and resources that have been developed these last years (for review, see Brady and Provart, 2009).

To date, plant systems biology is at a key step of its evolution, since presently most of the levels of omics data are being investigated and some studies have begun to integrate different dimensions of under-
standing. In this Update, we will first present the different levels/dimensions of understanding that can or have been integrated in modern plant biology. In the second part, we will present insights that systems approaches provided concerning plant nutrition.

DECIPHERING THE MULTIDIMENSIONAL PLANT SYSTEM

At present, the complexity of biological systems is largely misunderstood and underexploited. The limiting processes to this integrative knowledge are the development of tools able to give a broad enough picture of the system to integrate the different levels of information. In this section, we describe where the plant systems biology field stands concerning the different levels of integration that need to be studied and issues that need to be tackled to give a precise picture of the underlying molecular events occurring as a whole in plants. The examples will be taken as much as possible from data integrating nutritional signals in plants. We classified the elements of the plant system into five (nonexhaustive) dimensions (Fig. 1, in blue).

First, the core of the actual systems biology is the integration of the current paradigm of the components of molecular biology. This consists of the sequential catalysis of DNA information into RNA and proteins (Fig. 1, axis y); the latter being involved in driving metabolism. To date, the best-documented dimension of the system is at the RNA level, since microarrays and new deep-sequencing methods can give an almost exhaustive view of the RNA pool of cells (Lister et al., 2008). The protein level is to some extent less accessible to high-throughput experimental procedures, compared to the RNA world. However, new advances such as protein chips are being used to identify protein interactions genome wide (Popescu et al., 2007) and platforms using enzymatic cycling assays to monitor enzymatic activities genome wide (Gibon et al., 2004) have begun to capture information about the protein world. At the next step, the exhaustive study of all metabolites profile, now provides a very good quantitative catalog of this layer of information (Schauer and Fernie, 2006). Many studies have begun to integrate metabolite studies together with mRNA accumulation analysis (e.g. Sulpice et al., 2009). Beside these biomolecules (RNA, proteins, and metabolites), the ionome (defined as the elemental composition of living organism) constitutes an additional level of the plant system state (Salt et al., 2008). For instance, ionomics can be used as a read out of the whole-plant physiological state (Baxter et al., 2008).

Second, a crucial level of understanding is to study the system behavior by varying the experimental conditions (Fig. 1, axis x). Most of the studies in plant systems biology now involve the study of one or more different nutrient parameters such as nitrogen, carbon, sulfate, and light treatments. For instance, transcriptome studies have been used to investigate the regulatory interaction between multiple inputs such as carbon and nitrogen (Price et al., 2004; Gutierrez et al., 2007), carbon and light (Thum et al., 2004, 2008), as well as carbon and circadian rhythms (Blasing et al., 2005), or more recently carbon-light-nitrogen in two different organs (Krouk et al., 2009). Interestingly, in the latter dataset this complete combinatorial experiment involving three inputs (carbon, light, and nitrogen), which enabled the measurement of mRNA accumulation with a potential high degree of freedom, highlighted the fact that multiple signals coordinate gene expression precisely and according to a constrained plan. Indeed, gene expression can be ex-

Figure 1. Plant systems biology: a dimension-wise challenge. This scheme illustrates the different (nonexhaustive) dimensions (in blue) that can be integrated in systems approaches, to decipher emerging properties of plant regulatory networks. This work presents different studies that integrate those dimensions to enrich our knowledge of physiology of plant nutrition and to build predictive models with applications in agriculture and the environment.
explained by a relatively limited number of behaviors/models of expression compared to the potential freedom given by the combinatorial experiment (Krouk et al., 2009). This kind of analysis has some potential to uncover the relationships between signal interactions in the control of gene expression. However, to our knowledge, this combinatorial approach has never been used to study other components of dimension number one (i.e. proteins or metabolites) in Figure 1. It might be of great interest to know if this constrained signaling structure is conserved at other levels of integration, such as metabolites for instance.

Third, the use of natural variation becomes an increasing new level of understanding in plants (e.g. genome-wide association mapping), in particular in conjunction with new deep-sequencing techniques (http://1001genomes.org/downloads/shore.html; Nordborg and Weigel, 2008; Fig. 1, axis z). Thus, natural or artificial genetic variability is an invaluable resource for systems biology. Indeed, the genetic perturbation of the biological system was, is, and will always be, a gold standard to experimentally validate hypothesis generated by systems approaches (Gutierrez et al., 2005). Moreover, to date, only very few studies reported the use of natural variation as support for the building of gene regulatory networks or as a source of variation needed to infer relationships between the different dimensions of the system as a whole (Sulpice et al., 2009).

Fourth, for multicellular organisms, the recent advances in the technique of cell sorting has opened the door to exciting quantitative understanding of how the different cell types coordinate gene expression responses (Birnbaum et al., 2003; Brady et al., 2007; Dinneny et al., 2008; Gifford et al., 2008; Fig. 1, axis c). For instance, the Petersson et al. (2009) study is a striking example of the possibility offered by the cell sorting to measure metabolite (here auxin accumulation and synthesis) and mRNA level (even if the data are not issued form the same set of experiments), to understand the possible connection between transcriptome and metabolome at a cell type level. Just a step further, is the integration of the signal in different organs. This organ specificity in signal transduction is of great interest, since it has been demonstrated that the same signals are differently transduced in different organs (Krouk et al., 2009).

To explore further the question of how a cellular territory can influence the response of another one (e.g. influence of epidermis on pericycle cells responses; influences of shoots on roots responses), it will be also a main challenge to integrate the reciprocal influences between molecular and macroscopic phenotypes (e.g. leaf development, architecture of root system). However, like systems molecular components, these morphological traits have a dynamic and quantitative nature, which needs to be integrated into the models. Then, the development of high-throughput phenotyping platforms allowing (1) the control of nutritional stress conditions, and (2) the simultaneous acquisition of morphological changes across the time for many plants has to be a main objective for plant systems biology (Granier et al., 2006; Montes et al., 2007).

Fifth, the plant system in its multidimensional space is not a fixed picture, but a dynamic one. Intuitively, if two components A and B (which can be any kind of molecular of physiological parameter described above) are correlated in a given data set, nothing precludes their potential cause/consequence relationships (it can be A → B or B → A). However, time wise, if A comes first and is still lag correlated to B, then the relationship inferred will be A → B. This simplistic example demonstrates that the time factor can greatly simplify inferred regulatory networks at all the integrative levels (Fig. 1; axis t). Surprisingly, only a very few reports use time-course analysis to infer regulatory/metabolic networks in plants in response to nutritional cues (Hirai and Saito, 2008; Usadel et al., 2008).

Together, these five dimensions of plant systems (Fig. 1) define a world of study far beyond from what our brain can intuitively process to create biological meaningful hypotheses. This is where computer science and mathematics can help to resolve this projection. All the currently developed informatic tools available for analyzing and integrating plant genomic data have recently been reviewed by Brady and Provart (2009). However, here we wish to emphasize some of them based of their capacity to bring together different layers/dimensions of information. First, since we consider that one purpose of systems approach is to operate a projection in understandable dimensions, one very popular technique to operate this delicate operation is the principal component analysis. Principal component analysis has been successfully used to evaluate the coordination of multidimensional dataset in studies involving, for example, carbon (Sulpice et al., 2009) or sulfur (Hirai et al., 2004). Second, another very popular tool is MapMan (Thimm et al., 2004), which helps to visualize metabolic pathways and other cellular processes. This tool is able to also incorporate metabolites accumulation data in the same pathways. This step is crucial to compare data from mRNA level and metabolites accumulation. Our lab has developed a tool embodied in the VirtualPlant platform, which enables the integration of all available information on Arabidopsis (Arabidopsis thaliana) genomic data into a multinetwork. This multinetwork embodies edges connecting gene nodes coming from multiple evidence, including: metabolic pathway connections, protein:protein and protein:DNA interactions, microarray data, microRNA:target datasets, and literature-based interactions (Gutierrez et al., 2007). This approach combined with correlation data-based on mRNA accumulation levels lead to successful findings described below for their physiological consequences. Along parallel lines, a predicted protein interactome has been built for Arabidopsis (Geisler-Lee et al., 2007). This predicted interactome network offers the possibility to see if coexpressed genes are
interologs (predicted interactions) or interactors (known interactions). Furthermore, biological function of unknown genes can be hypothesized according to the predicted interaction with a gene displaying a known function.

**BIOLOGICAL INSIGHTS FROM MULTIDIMENSIONAL APPROACHES**

**From DNA to Metabolome Integration (Fig. 1; Axis y)**

**Transcriptome and Metabolome Integration**

To obtain a systems view of plant responses to nutrient stress, one widely used approach consists in integrating omics data in the context of known metabolic pathways. MapMan is one of these developed tools (Thimm et al., 2004). Using this software, a research group (M. Stitt, W.-R. Scheible, Y. Gibon, and collaborators) provided a large documentation of the transcriptome, metabolome, and even enzymatic activities coordination in response to different nutritional cues like carbon, nitrogen, potassium, and phosphate (Scheible et al., 2004; Morcuende et al., 2007; Osuna et al., 2007; Armengaud et al., 2009). For example, they have well-documented genome-wide reprogramming and metabolites changes in response to nitrate treatment of nitrogen-starved plants (Scheible et al., 2004). Nitrate addition led to a rapid (30-min) coordinated induction of genes for nitrate uptake and assimilation, genes required to provide reducing equivalents, and genes required for the synthesis of organic acids, whereas primary metabolites do not change significantly. However, after 3 h, the accumulation of central amino acids (Gln, Glu, Asp, Ala) is increased and while minor amino acids (e.g. Trp, Leu, Lys, etc.) decreased in levels. This primary metabolism modification is paralleled to the induction of genes assigned to amino acid and nucleotide biosynthesis, likely in coordination with the induction of genes required for RNA and protein synthesis. In addition to these responses of primary metabolism genes, this study also provided a broad view of how nitrate affects others cellular functions, including trehalose metabolism, hormone synthesis, signaling posttranslational modification, etc. Finally, in some cases, the level of change in gene expression was low, but their assignment as a group into known metabolic pathway allowed the analysis to highlight the regulation of relevant functional categories (e.g. RNA and protein synthesis; Scheible et al., 2004).

By integrating different levels of omics data onto known metabolic pathways, two research groups have provided comprehensive insights into the regulation and the coordination of sulfur metabolism at a system level (for review, see Hirai and Saito, 2008; Hoefgen and Nikiforova, 2008). This integration led to the reconstruction of a global scheme of coordination of plant response to short- and long-term hyposulfur stress (Hoefgen and Nikiforova, 2008). As an immediate response to sulfur starvation, modifications of metabolic pathways prioritization occurred. For example, the amounts of the first organic sulfur-containing compounds, like Cys or glutathione, decrease whereas precursors O-acetyl-L-Ser and Ser accumulate and then, Trp and Gly. Globally, these metabolic fluxes changes do not require the action of additional regulators. The major changes in transcript profiling occurred in the transition phase and late responses. For the long-term sulfur starvation, plant status is characterized by a significant rebalancing of metabolism. A network depicting mutual influence between sulfur assimilation, nitrogen imbalance, lipid breakdown, purine metabolism, and photorespiration has been assembled (Hoefgen and Nikiforova, 2008).

These two examples of responses to nitrate addition and sulfur starvation illustrate systems strategies for rapid adaptation to nutritional modifications. These results suggest that modifications of metabolic pathways are prioritized in response to nutrient limitation, whereas response to nutrient readdition is more characterized by a genome-wide transcriptional reprogramming.

Finally, beyond the purpose of modeling nutrient metabolism, the elucidation of gene-to-gene and metabolite-to-gene networks via these omics data integration also constitutes a strategy for the identification of novel gene functions (Saito et al., 2008). In this study, some integrated method, like batch-learning self-organizing mapping, allowed the researchers to test novel gene functions by clustering genes and metabolites based on their time-dependent expression/accumulation changes. For instance, a zoom into the glucosinolate biosynthesis during the sulfur starvation allowed the characterization of Myb transcription factors as positive regulatory factors for aliphatic glucosinolate biosynthesis (Hirai et al., 2007).

**Integration of Transcriptomic Data into a Comprehensive Multinetwork Model**

Integrative network biology is another interesting strategy to achieve omics data integration (Gutierrez et al., 2005). Recently, a multinetwork tool integrating information for cellular components interactions has been developed. This multinetwork integrates a variety of data like Arabidopsis metabolic pathways; known protein-protein, protein-DNA, and miRNA-RNA interactions; and predicted protein-protein and protein-DNA interactions (Gutierrez et al., 2007). Using the virtual plant software platform, quantitative transcriptome data are easily integrated to this qualitative model and visualized (http://www.virtualplant.org). In one study, this systems approach has been applied to understand how organic nitrogen (Glu or Glu-derived products) affects genome-wide expression and to infer the nutrient-dependent mechanisms controlling plant growth and development (Gutierrez et al., 2008). The transcriptome responses to nitrogen signals were integrated as regulatory edges into the multinetwork,
and used to support predicted protein-DNA interactions as follows: Predictions for TF→target relationships required both overrepresentation of transcription factor-binding sites and high correlated expression of the transcription factors and the putative targets. This network analysis allowed the identification of a metabolic subnetwork of genes regulated by organic nitrogen and including the transcription factor CCA1, a key component of the Arabidopsis circadian clock. Genetic and chromatin immunoprecipitation experiments confirmed the predicted direct interaction of CCA1 with genes involved in nitrogen assimilation (Glu dehydrogenase, Gln synthetase, and Asn synthetase). This study illustrates how a systems approach identified emerging properties of a system. In this case, a feedback loop model of the interactions between the Arabidopsis circadian clock and nitrogen-assimilatory pathway has been proposed (Gutierrez et al., 2008).

How Do Plants Integrate Their Multisignal Environment? (Fig. 1; Axis x)

A second challenge of systems biology is to understand how plants integrate multiple and combined variations of interacting signals to effect changes in gene expression, protein activities, or metabolite accumulation, and to direct new programs for development. To date, few reports have addressed the interaction between nutrient signaling on a genome-wide scale. Several reports on such integration from our own group have focused on the integration of three important signals: nitrogen, carbon, and light (Gutierrez et al., 2007; Thum et al., 2008; Krouk et al., 2009). In one of these studies, the authors explored global gene responses of roots exposed to a matrix of carbon and nitrogen treatments and integrated those data using the qualitative multinet approach described above (Gutierrez et al., 2007). Using ANOVA analysis, they defined quantitative models of carbon-nitrogen regulation for all detected genes to identify the main effects of carbon and/or nitrogen as well as the interaction between these two signals. First, in this carbon-nitrogen matrix, this modeling showed that among all the regulated genes, carbon alone and carbon-nitrogen (independently of the ratio) are the main factors driving gene regulation. Second, many genes previously identified as nitrogen or carbon responsive were found to be regulated by carbon-nitrogen interactions in this analysis. Finally, an Arabidopsis subnetwork controlled by carbon, nitrogen, and carbon-nitrogen has been built. For example, in this network, biological modules responding to carbon and/or nitrogen have been identified; e.g. the proteasome machinery is mainly regulated by carbon only (Gutierrez et al., 2007).

To go further into genome-wide signal integration, our group investigated the interactions between carbon, nitrogen, and light in two organs, roots, and shoots (four factors: carbon, nitrogen, light, organs; Krouk et al., 2009). To mine these complex data, the response of each gene has been first quantitatively modeled (ANOVA) as a function of each factor and all possible interactions. By analyzing the number of genes controlled by all signals (carbon, nitrogen, light, organs) or composite signals (e.g. carbon-nitrogen, carbon-light, carbon-organs, etc.), it has been proposed that a code governs signal integration at the organism level and some rules for this integration have been drawn. For example, in leaves light is the predominant signal controlling gene expression, coherently with the role of leaves as a light energy converter. By contrast, in roots, the signal integration is stronger since 90% of the genes are controlled by more than one signal or composite signal. For example in roots, light responses are related to carbon responses, suggesting that light is mainly sensed as an internal carbon signal in roots. Similarly, the effect of nitrogen is mainly observed in interaction with carbon and light, and very poorly controls gene expression on its own. Finally, a general model of signal integration in roots has been proposed. This model includes a gene module (containing 136 genes) that is regulated when carbon is provided alone, but not regulated when carbon is provided in combination with nitrogen. This module is thus likely to be under the control of a yet to be defined carbon-nitrogen balance sensing system (Krouk et al., 2009).

These two examples above illustrate how mathematical mining of complex transcriptome data sets provided insights into the integration of nutrient signal transduction pathways by reducing the complexity of the regulation of approximately 22,000 individual genes in a reasonable number of models of regulation.

Integration of Genetic Variability in Systems Approach (Fig. 1; Axis z)

The integration of genetic variability provides an additional dimension in our understanding of the system. Below, we illustrate this point using two examples that involve experimentally induced and naturally occurring genetic variability, respectively. In the first study, an Arabidopsis mutant has been used, named cli186 for carbon and light insensitive, which was identified on the basis of the misregulation of the Asn synthase gene (ASN1) by carbon and light (Thum et al., 2008). This genetic approach has been integrated with a systems approach, including the generation of transcriptomic data, a combination of carbon and light treatments, and the use of the Arabidopsis qualitative multinet described above (Thum et al., 2008). The modeling of the gene expression data revealed that 20% of the genes regulated by carbon and/or light in the wild type are misregulated in the cli186 mutant. All regulated genes have been interpreted in the context of metabolic and regulatory network using the multinet work. A subnetwork of all genes misregulated in cli186 revealed that carbon-compound metabolism, amino acid metabolism (e.g. ASN1), and glycolysis/gluconeogenesis are the main perturbed processes and likely
coordinated by a homeobox-Leu zipper transcription factor, HAT22. This work illustrates how the combination of genetic, genomic, and systems approaches allows the identification of an upstream main integrator of nutritional signal and propose the network allowing the signal transduction until the regulation of the metabolic targets.

In the second study, natural genetic variability in Arabidopsis has been used to identify metabolic networks (metabolites and/or genes) that coordinate metabolism and growth, as potential targets for improvement or prediction of plant biomass (Sulpice et al., 2009). First, in a core collection of 94 Arabidopsis accessions, sophisticated correlation analysis between biomass and metabolite content (carbohydrates, organic acids, amino acids, etc.) showed that starch is the major integrator of the metabolic status in a wide range of environmental conditions. The fact that starch is negatively regulated with plant biomass could be explained by regulatory network programs that maximize growth at the expense of carbon reserves. Then, in a subset of 21 biomass-contrasted accessions, potential changes in a robust core sugar-responsive gene network have been tested and correlations with metabolites and biomass have been defined. Two genes, coding for a Kelch repeat F-box protein and a myoinositol-1-P synthase1, have been identified as contributors of the regulation of carbon partitioning and growth because their transcript levels correlate with rosette biomass and association mapping linked polymorphisms in these genes with rosette biomass and starch. This study is an elegant example of the valuable dimension that natural genetic variability of other organisms can offer to dissect networks controlling complex traits and to propose robust biomarker for prediction of agronomical traits. Overall, this study is a landmark in data integration, since it gathers almost all the dimensions depicted in Figure 1, including: RNA and metabolites accumulation, environmental conditions, natural genetic variability, and evolution of the system over time.

Cell Specificity in Systems Approach (Fig. 1; Axis c)

Developmental programs are processes driven for a large part by the regulation of different gene networks whereby cells acquire their functional specificity (for review, see Iyer-Pascuzzi and Benfey, 2009). To achieve a system-level understanding of developmental responses to nutritional cues requires that one integrate the cellular complexity of organs. However, so far few studies have dissected the root responses of gene networks in different cell types, likely due to the requirement of sophisticated technologies. A comprehensive view of how specific root tissues respond to nitrate signal on a global scale has been obtained (Gifford et al., 2008). This study reveals that a high level (86%) of the nitrate-responsive genes are specific for each of the cell types examined (i.e. lateral root cap, epidermis/cortex, endodermis/pericycle, stele, and pericycle founder cells). This result highlighted that responses to nitrogen are remarkably fine tuned within the root. Moreover, this approach uncovered an unknown aspect of nitrogen responses since 76% of these genes were not identified in previous studies of whole roots. Focusing on hormone-responsive transcription factors, the Gifford et al. (2008) study identified the pericycle and the lateral root cap tissues as the most likely candidate places for the integration of the nitrogen signal leading to an adaptive developmental response. Following this analysis, the authors showed that the balance between lateral root initiation and emergence in response to organic nitrogen signaling is controlled by a network involving the transcription factor ARF8 (for auxin response factor) that is posttranscriptionally controlled by the microRNA 167 (Gifford et al., 2008).

Iron deprivation and high-salinity treatments have been used to address the question of the influence of cell identity on abiotic stress (Dinneny et al., 2008). In this study, the dissection of the roots into a longitudinal and radial axis combined to a time-course analysis has increased the resolution of the gene networks. In brief, (1) transcriptional responses to iron deprivation occurred mainly in the maturation zone and the stele of the roots where iron is predominantly circulated in mature plants, (2) the response in stele is characterized by the regulation of generalized stress-responsive genes, whereas (3) the epidermis is characterized by the activation of genes coding for metal-ion transporter and nicotianamine synthesis and the repression of genes encoding for cell wall biogenesis and organization, likely to explain the shortness and misshapenness of root hairs. Interestingly but counterintuitively, the comparison between iron and salt stresses tends to show that cell-specific responses correspond to a general stress response whereas generalized responses to all cells layers are more stimuli specific (Dinneny et al., 2008).

Undeniably, the cell-specific approach offers a new perspective in the identification of relevant transcriptional network for our understanding of the developmental response of multicellular organism-like plants without substituting whole organ approach.

A Dynamic View of the System (Fig. 1; Axis t)

Finally, systems approach cannot do without the temporal dimension because (1) the reconstitution of gene to metabolite networks across a time course allows the implementation of directionality; means that A→B becomes A+B and, (2) metabolic and physiological processes cannot be fully understood if, for example, the influence of diurnal cycles on the regulation of gene to metabolite networks is missing.

For instance, responses to sulfur deprivation have been studied in a dynamic point of view by applying modeling methods to time-series data (see “From DNA to Metabolome Integration”). In one of these studies, the authors reconstructed a gene-metabolite network of correlation driven by a cause-to-effect
directionality. For example, paths including proteins involved in auxin biosynthesis and signaling have related the primary cause (sulfur deficiency) to a physiological end point (enhanced root formation; Nikiforova et al., 2005).

Typically, our understanding of carbon metabolism in plants is not separable from the diurnal cycles. Indeed, plants have constantly to deal with carbon surplus in the light and with carbon depletion at night. To overcome these imbalances, plants store carbon surplus as starch and trigger strategic remobilization of this starch for Suc synthesis and export (Smith and Stitt, 2007). A comprehensive analysis of the global response of transcripts and metabolites to progressive carbon depletion has been done to elucidate the mechanisms underlying the strategic carbon remobilization during the night (Usadel et al., 2008). This analysis showed that a major transcriptional reprogramming, including genes involved in biosynthesis and cellular growth, is triggered by small changes of the carbon status. However, this reprogramming is sequential with the regulation of different group of genes across the time. Then, these temporal responses allowed the identification of genes that are potential upstream components of a larger carbon-responsive network and the modeling of these responses by a simple linear model, which captures interactions between the carbon, the light, and the clock (Usadel et al., 2008).

These examples above illustrate that the regulation of genes and/or metabolites in a temporal dimension is an essential measurement to include to our systems approach given that it is a critical input in data modeling.

CONCLUSION AND VISIONS: PREDICTIVE MODELS

Systems biology is not a newborn concept, but the technology needed to practice it on a large scale is just emerging. In plants, as well in other organisms, we now face the challenge to elaborate a projection of the multidimensional systems that we have described herein to understand the system as a whole. This projection needs intense intervention of computer science and math with biology to create new hypothesis and even new findings, as it has been illustrated in this systems analysis from the perspective of plant nutrition. These exciting approaches will likely speed up the findings of emerging properties of molecular networks and plant molecular physiology.

In this review, we essentially illustrated the power of systems approach citing studies that use a top-down approach, which is the most routinely chosen in systems biology. As the name suggests, this approach is looking at the system from the top and consists of an exhaustive description of the interactions among the biological components that will eventually lead to decompose the system to smaller parts. However, a bottom-up approach is also essential to achieve systems modeling, because it aims at reconstituting larger parts from elemental steps (Katagiri, 2003). For instance, the Asp-derived amino acid pathway in Arabidopsis has been chosen as a model system for understanding regulatory mechanisms in branched metabolic pathways. Then, the first detailed kinetic model of a branched metabolic pathway, taking into account all the complexity of the system (the allosteric controls and the different isoforms of the enzymes) has been determined. For example, this model can be used to interpret the effect of genome changes on metabolism (Curien et al., 2009).

Overall, the analysis and the modeling of the whole system or any system in the system open some exciting experimental perspectives. Indeed, the goal of systems biology is to model the systems precisely enough that it enables to predict its reaction in untested conditions. This level of understanding has already been successfully reached in bacteria (Bonneau et al., 2007) exposed to distinct (including nutritional) environments and provides substantial vision for predictive modeling approaches in plant systems biology.

Such predictive modeling in plants can be used to predict how a plant will react to a changing environment, and/or to perturbations in its genome. Thus, in silico tests can be used to identify which genes in the system to change in transgenic plants, to effect changes in response and use of nutrients in the soil, among many other applications.
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