Construction and Optimization of a Large Gene Coexpression Network in Maize Using RNA-Seq Data
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With the emergence of massively parallel sequencing, genomewide expression data production has reached an unprecedented level. This abundance of data has greatly facilitated maize research, but may not be amenable to traditional analysis techniques that were optimized for other data types. Using publicly available data, a gene coexpression network (GCN) can be constructed and used for gene function prediction, candidate gene selection, and improving understanding of regulatory pathways. Several GCN studies have been done in maize (Zea mays), mostly using microarray datasets. To build an optimal GCN from plant materials RNA-Seq data, parameters for expression data normalization and network inference were evaluated. A comprehensive evaluation of these two parameters and a ranked aggregation strategy on network performance, using libraries from 1266 maize samples, were conducted. Three normalization methods and 10 inference methods, including six correlation and four mutual information methods, were tested. The three normalization methods had very similar performance. For network inference, correlation methods performed better than mutual information methods at some genes. Increasing sample size also had a positive effect on GCN. Aggregating single networks together resulted in improved performance compared to single networks.

Maize (Zea mays) is the most widely produced crop in United States, and U.S. agriculture accounted for 36% of world maize production in 2015 (USDA, 2016). Maize has also been in the center of genetics research for more than 100 years, including McClintock’s pioneering work with transposable elements (reviewed by McClintock, 1983; Fedoroff, 2012). Due to recent technological advances in nucleic acid sequencing and the availability of the maize genome sequence (Schnable et al., 2009), maize genomics research has been greatly expedited.

RNA-sequencing (RNA-Seq) has become the favored technique for detecting genomewide expression patterns. RNA-Seq has some advantages over microarray analysis of gene expression, including single base-pair resolution, detection of novel transcripts, and the ability to analyze transcript abundance without existing genome information (reviewed by Wang et al., 2009; Han et al., 2015; Conesa et al., 2016). RNA-Seq data provides information about single nucleotide polymorphisms, which facilitates genomewide association studies (Fu et al., 2013; Li et al., 2013a; Lonsdale et al., 2013; Fadista et al., 2014). Because of its widespread adaptability, greater than 5000 Illumina platform Maize RNA-Seq libraries (Fig. 1A) are available in the National Center for Biotechnology Information (NCBI) Sequence Read Archive (SRA) database (Leinonen et al., 2010), adding to the body of data that can be used to study the maize genome.

The maize genome is large and heterogeneous, and the genome annotation is still far from complete (Cigan et al., 2005; Ficklin and Feltus, 2011). Although recent work has made substantial progress toward describing genomewide expression patterns in many genotypes, environmental conditions, and tissues, relatively little is known about the function and regulation of most maize genes. Because genes with related biological functions or regulatory mechanisms often have similar expression patterns (Aoki et al., 2007), one way to enhance understanding of gene function is by construction of a gene coexpression network (GCN; D’haeseleer et al., 2000; Aoki et al., 2007; Usadel et al., 2009; Li et al., 2015c; Serin et al., 2016). GCNs are constructed using data mining tools and algorithms that describe the relatedness between the expression patterns of multiple genes in a pairwise fashion.

The use of GCNs predates the availability of RNA-Seq expression data (Ficklin and Feltus, 2011; Sato et al., 2011; De Bodt et al., 2012), meaning that these approaches were initiated and optimized predominantly with microarray datasets. Maize RNA-Seq samples are...
already five times more abundant than microarray (Fig. 1) and increasing in number, meaning that an RNA-Seq oriented maize GCN protocol would be valuable to the scientific community. Although the initial inputs and results from microarray and RNA-Seq are similar, there are many differences between the data types and analytical approaches. It is therefore anticipated that some adjustments to GCN parameters may improve the efficacy of GCN analysis of RNA-Seq data. GCN construction is typically a multistep process starting with normalization of input datasets, network inference, and network evaluation and interpretation (Supplemental Fig. S1).

Both RNA-Seq and microarrays are affected by systematic variations (Park et al., 2003; Oshlack and Wakefield, 2009; Zheng et al., 2011; Li et al., 2014b). Therefore, genomewide expression results generated by either technique need to be normalized before analysis (Dillies et al., 2013; Li et al., 2015b). Variance stabilizing transformation (VST), counts per million (CPM), and reads per kilobase million (RPKM) are three popular normalization methods for RNA-Seq experiments (Mortazavi et al., 2008; Anders and Huber, 2010; Rau et al., 2013).

Some work has been done to evaluate the efficacy of different normalization methods for expression analysis. Giorgi et al. (2013) showed VST normalization of RNA-Seq data resulted in a GCN with similar characteristics to a microarray-supported network in terms of coefficient and node degree distribution. Normalizations with CPM and using the trimmed mean of m-values to adjust the composition bias between RNA-Seq datasets by calculating normalization factors (Robinson et al., 2010) increased the robustness of analysis among diverse library sizes and compositions (Dillies et al., 2013). These studies suggest that optimizing normalization methods might improve GCN performance.

There are several methods for gene network inference, including correlation, mutual information (MI), Bayesian network, and probabilistic graphical models. Typically, correlation and MI methods are used for constructing large-scale GCNs with more than 10,000 genes (Krouk et al., 2013). Correlation methods include Pearson correlation coefficient (PCC), Spearman’s correlation coefficient (SCC), Kendall rank correlation coefficient (KCC), Gini correlation coefficient (GCC), and biweight midcorrelation (BIC; Langfelder and Horvath, 2008; Kumari et al., 2012; Ma and Wang, 2012; Ballouz et al., 2015). Cosine similarity coefficient (CSC) has also been used for computing similarities in sparse datasets, such as text (Dhillon and Modha, 2001) and protein-protein interaction data (Luo et al., 2015). MI methods include accurate cellular networks (ARACNE), minimum redundancy network (MRNET), and context likelihood of relatedness (CLR; Margolin et al., 2006; Faith et al., 2007; Meyer et al., 2007). The network inference method might also influence GCN performance.

Several resources are already available for GCN analysis in maize, including COB (Schaefer et al., 2014), CORNET (De Bodt et al., 2012), CoP (Ogata et al., 2010), PLANEX (Yim et al., 2013), and ATTED-II (Obayashi et al., 2009). All of the databases except ATTED-II used PCC to build GCN from 128 to 379 microarray datasets. ATTED-II recently updated their database to provide both GCNs from microarray and RNA-Seq using PCC-based mutual rank (Aoki et al., 2016). Although PCC is widely used, there is very limited evidence to indicate that it is the optimal approach for GCN analyses.

Figure 1. Number of maize microarray and RNA-Seq samples submitted to NCBI (https://www.ncbi.nlm.nih.gov) from 2008 to 2016. A, A text search of the NCBI Gene Expression Omnibus database identified samples generated by microarray platforms GPL4032 and GPL12620, the total values for years 2008 to 2016 were combined to represent the number of microarray studies (Microarray). A text search of the NCBI SRA database was used to identify RNA-seq samples generated between 2008 and 2016 using the Illumina sequencing platform (RNA-Seq). B, Number of samples submitted to NCBI Gene Expression Omnibus database each year generated by microarray platform GPL4032 and GPL12620 were identified by a text search (dashed line) and compared to the number of RNA-Seq Illumina samples (solid line) per year 2008 to 2016.
GCNs could also be improved by metaanalysis using ranked aggregation from individual networks (Zhong et al., 2014; Ballouz et al., 2015; Wang et al., 2015a). By aggregating individual experiments, only interactions consistent among networks are preserved, which helps reduce noise and highlights conserved interactions. Furthermore, the ranked aggregation method provides a way to efficiently increase the size of the aggregated network with newly available datasets, and recalculation with all datasets is not required when a new one is added. This provides an efficient way to process and incorporate emerging information.

Herein, an extensive evaluation in constructing maize GCNs is reported. Three methods were tested: the normalization method, the network inference algorithm, and the ranked aggregation method. To our knowledge, this is the first comprehensive attempt at optimizing GCN construction using plant RNA-Seq datasets. The network is publicly accessible at http://www.bio.fsu.edu/mcginnislab/mcn/main_page.php. A tutorial is also provided as Supplemental Dataset 2.

RESULTS

Manually Curated Maize mRNA Expression Profiling from Publicly Available Datasets

Recently, the usage of RNA-Seq in maize (Zea mays) has increased dramatically—from generating no data entries in NCBI-SRA in 2008 to greater than 900 in 2016 (Fig. 1B). In contrast, the most widely used Affymetrix expression array for maize had 177 samples in 2008, but only 46 in 2016 (Fig. 1B). GCN construction approaches have not been optimized for RNA-Seq datasets in plants, and doing so could improve the quality and robustness of GCNs. To support a comprehensive evaluation on the effect of RNA-Seq normalization methods and network inference methods on the performance of GCNs, maize RNA-Seq datasets were compiled and processed with a computational pipeline (Supplemental Fig. S1). One-thousand, two-hundred and sixty-six high-quality RNA-Seq maize libraries from 17 different experiments were selected as input to an expression matrix. The corresponding experimental descriptions and publications, where available, of each library were manually checked for sample information (Supplemental Table S1). Also, a filter for reads depth and alignment rate were used to remove unqualified libraries (see “Materials and Methods” for detail). Tissue type and haplotype from those libraries were manually curated and found to include a range of sample types (Supplemental Table S1). Shoot apical meristem, leaf, and root were the top three most abundant tissue types, but a wide range of tissues were represented by multiple libraries in the dataset (Supplemental Fig. S1). The dataset also included multiple haplotypes, although B73 represented approximately 40% of the included libraries. To reduce noise, lowly expressed genes were removed from analysis, leaving 15,116 nonredundant genes across the 1266 libraries. For comparative purposes, the Affymetrix GeneChip maize array includes 13,339 genes before filtering (GeneChip Maize Genome Array, http://www.affymetrix.com/catalog/131468/ AFFY/Maize+ Genome+Array#1_1).

Three RNA-Seq Normalization Methods Show Comparable Distribution of Expression

Expression data from distinct sources and experiments can be highly variable because of hybridization artifacts in microarray or variable sequencing depth in RNA-Seq. Many methods have been successfully used for normalizing both microarray and RNA-Seq data to correct for potential biases (Lim et al., 2007; Dillies et al., 2013; Li et al., 2015b). To find an optimal normalization method for building a maize GCN from RNA-Seq data, three widely used normalization methods were compared. This included VST, CPM, and RPKM (Mortazavi et al., 2008; Anders and Huber, 2010; Rau et al., 2013). For all normalization methods, log2 transformation on the normalized expression values reduced the skew of the data distribution (Supplemental Fig. S2). Several network studies from plant RNA-Seq data used log2 transformation (Davidson et al., 2011; Ma and Wang, 2012; Giorgi et al., 2013; Stelplfug et al., 2016; Walley et al., 2016). In our analysis, genes with CPM greater than 2 in more than 1000 samples were included. This filter dramatically reduces zero count values in raw data from 30.94% to 0.367%. Moreover, a prior count of 1 was added at log2 normalization [expression = log2(CPM/ RPKM +1)] to avoid a problem with remaining zero values. The log2 transformation reduced skewed distributions and extreme values represented by outliers (Supplemental Fig. S2). Thus, we think it is important to apply log2 transformation for our data.

The distribution of gene expression across the 1266 libraries formed a bell-shaped curve with a small additional peak of low expression for all three methods (Supplemental Fig. S2). To determine if these low expression values came from a few or multiple libraries, elements within the range of expression that corresponded to the observed peak (< -3.7 CPM; Supplemental Fig. S2B) were extracted from a CPM-normalized expression matrix and matched to the originating libraries. This demonstrated that the low expression elements were not limited exclusively to specific libraries, but eight libraries contributed greater than 25% of lowly expressed elements. A gene ontology (GO) enrichment analysis failed to identify significant GO descriptors within the subset of 43 genes that were defined as being lowly expressed (data not shown). All eight of these libraries were from pollen tissue where the average gene expression at 147 CPM is lower than the average gene expression of the other 79 tissues combined at 183 CPM. Hierarchical clustering and correlation heatmap with the same data (Stelplfug et al., 2016) shows the uniqueness of pollen tissue expression.
pattern (Langfelder and Horvath, 2008; Supplemental Fig. S3). When the lowly expressed elements from RPKM- and VST-normalized data were analyzed to determine library origin and GO enrichment (data not shown), we found similarly large numbers of pollen-determined library origin and GO enrichment (data not shown). RPKM- and VST-normalized data were analyzed to determine library origin and GO enrichment (data not shown). When the lowly expressed elements from RPKM- and VST-normalized data were analyzed to determine library origin and GO enrichment (data not shown). Only 1 out of 43 genes lacked detectable homologs in S. italica (data not shown), indicating that the majority of these genes are not likely to be orphan genes.

Because RPKM normalization accounts for gene length, the distribution of gene length versus expression for the RPKM method was compared to data normalized by VST and CPM methods. VST- and CPM-normalized data showed very similar overall patterns with no clear linear relationship between gene length and average expression (Supplemental Fig. S2C). RPKM-normalized data displayed an apparent bias toward elevated expression of a small number of genes that were less than 5000 bp in length and had a lower expression of long genes, suggesting that this normalization method might skew the distribution of expression at some genes. Overall, despite these differences, the three normalization methods resulted in a similar distribution of expression patterns for most of the genes included in the analysis. Additional analysis was completed to determine if the three normalization methods influence network performance.

Network Performance Does Not Differ Based Upon Normalization Method

To compare the efficacy of three normalization and 10 inference methods, a GCN was generated for each combination of normalization and inference methods. Furthermore, all networks were rank-standardized to limit the edge weight ranging from 0 to 1 (see “Materials and Methods”). All networks evaluated used the whole adjacency matrix (15116*15116 in RNA-Seq networks; 11429*11429 or 17862*17862 in protein networks) without a cutoff.

The performance of the different networks was measured by comparing the area under the receiver operator characteristic curves (AUROC). AUROC is a measurement used to evaluate the accuracy of classification models, making it suitable for evaluating GCNs (Gillis and Pavlidis, 2011; Ma and Wang, 2012; Liu et al., 2017). AUROC values range from 0 to 1, with a value closer to 1 indicating that the network is discriminating nonrandom patterns and perfect classification, random networks returning values close to 0.5, and values closer to 0 indicating a high degree of incorrect classification. Whereas an AUROC value close to 1 is optimal, values greater than 0.7 suggest good performance when analyzing large, diverse networks (Gillis and Pavlidis, 2011). To set up the AUROC baseline for the random networks, maize gene IDs were shuffled 10 (for MRNET and CLR) or 1000 times (for PCC) from the normalized expression matrix. The randomized expression matrix was inferred using designated algorithms and further evaluated. The resulting AUROC values from randomized networks were very close to 0.5 (Supplemental Table S2).

AUROC values were calculated and compared for three different network characteristics. The first characteristic was designed to test if the network identified genes with known or predicted coexpression patterns, based upon prior results and inclusion in two existing datasets that could serve as a positive control for coexpression. The maize metabolic pathway (MaizeCyc) contains 413 pathways with more than two genes and was built based upon collection of evidence from genome annotation, phylogenetic distance, and known genes in maize, rice (Oryza sativa), and Arabidopsis (Arabidopsis thaliana; Monaco et al., 2013). The maize protein-protein interaction database (PPIM) is based upon both predicted and experimentally detected protein interactions (Zhu et al., 2016) and was the second dataset used in this analysis. Only high-confidence interactions from PPIM were used, as defined by ranking the top 5% in their model (Zhu et al., 2016). For comparison with the GCN, genes within the same MaizeCyc or PPIM pathways were considered coexpressed. The MaizeCyc and PPIM datasets were combined and genes with fewer than five interactions were excluded from evaluation, creating a compiled dataset referred to herein as the Protein-Protein and Pathway dataset (PPPTY). PPPTY had 1720 genes and 104,856 interactions that were used in this evaluation. The AUROC value was calculated for each of the 1720 gene terms.

To assess the effect of normalization method on GCNs, AUROC values for all 10 inference methods were averaged for each of the three normalization methods. All three normalization methods scored similarly in comparison with the PPPTY dataset (Fig. 2B), with a mean AUROC value at approximately 0.575 for each, suggesting that the predicted networks were more selective than a random network.

The second characteristic was the presence of similar GO information for maize genes within a detected coexpression set, based upon “guilt by association” that assumes specific subgroups of coexpressed genes have some shared functions (Wolfe et al., 2005). GO annotations were downloaded from AgriGO (Du et al., 2010), which uses signature integration by InterPro to map gene IDs to GO terms rather than coexpression data. InterPro provided greater than 108,000,000 stable GO terms to the functional protein information database UniProtKB at release 2016_01 (Sangrador-Vegas et al., 2016). Thus, the GO annotations provide a reliable evaluation resource independent of coexpression data. To assess this characteristic, GO information was
used in a neighbor voting algorithm (Gillis and Pavlidis, 2011) for sets of coexpression matrices and compared. Coexpression matrices were assessed by 3-fold cross-validation that involved masking GO terms from some genes to test whether the masked GO terms could be predicted based upon gene expression patterns. Two-hundred and seventy-seven GO terms were included for this analysis.

When GO characteristics were used to assess the networks, all three normalization methods performed similarly, but the AUROC values were higher, at approximately 0.689 for each, than those observed for comparisons with PPPTY (Fig. 2A). Because GO addresses gene functions and PPPTY emphasizes protein-protein interactions, this suggests that GCNs are better at predicting functional interactions than physical interactions. The P value from one-way ANOVA for testing the normalization method effect on the PPPTY and GO dataset were 0.9535 and 0.4714, respectively, confirming that the normalization method did not create a significant difference in the AUROC scores associated with the GCNs for the characteristics that were tested.

Finally, proteins that regulate gene expression or modify chromatin structure might interact with the DNA of a subset of coexpressed genes. The interactions between such a protein and regulated DNA could be detected by chromatin precipitation of associated DNA followed by DNA sequencing (ChIP-Seq). In maize, there are five ChIP-Seq datasets available (Bolduc et al., 2012; Morohashi et al., 2012; Li et al., 2015a; Pautler et al., 2015; Yang et al., 2016), some of which involved lowly expressed or tissue-specific genes. For example, *Opaque2* is specifically expressed in endosperm (Li et al., 2015a), *Knot1* is expressed in shoot apical meristem and floral tissues (Bolduc et al., 2012), and *Pericarp Color1* has low expression except in inflorescence and seed (Morohashi et al., 2012). Histone Deacetylase 101 (HDA101) ChIP-Seq data provided the largest dataset for comparison with 26 confirmed binding targets that are relatively highly expressed in most maize tissues (Yang et al., 2016). Histone deacetylation often correlates with decreases in gene expression (Verdin and Ott, 2015). High-confidence HDA101 targets were defined as those discovered by ChIP-Seq and that also showed increased gene expression in *hda101* mutant. Networks associated with the 26 high-confidence HDA101 targets were compared by calculating AUROC. Based upon this analysis, the AUROC values were very similar among networks normalized by VST, CPM, and RPKM (Fig. 2C), which is consistent with GO and PPPTY evaluation.

**Correlation Methods Perform Better than MI at Some Genes**

After normalization of the expression matrices, they can be processed by different methods for GCN inference. To optimize this step, the AUROC values of six correlation (PCC, SCC, KCC, GCC, BIC, and CSC) and four MI methods [additive ARACNE (AA), multiplicative ARACNE (MA), MRNET, and CLR] were compared for the expression matrices that were generated from each of three normalization methods (VST, CPM, and RPKM) and then averaged. In general, correlation methods are more computationally efficient whereas MI methods are able to reveal nonlinear relationships (Li et al., 2015c). PCC is widely used but may be influenced by outliers (Mukaka, 2012). SCC, KCC, and BIC are less sensitive to outliers, because SCC and KCC only consider the rank information and BIC is
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calculated based on dataset median instead of mean (Serin et al., 2016). Recently, GCC has been shown to be a better correlation method for gene expression analysis because of its capacity to detect nonlinear relationships and its insensitivity to outliers (Ma and Wang, 2012). CSC is widely used for text mining and analyzing sparse data with many zeros (Dhillon and Modha, 2001), ARACNE, MRNET, and CLR showed extended gene-dependent relationships under variable biological settings (Margolin et al., 2006; Faith et al., 2007; Meyer et al., 2007; Li et al., 2013b). To estimate the effectiveness of the inference methods, the same testing parameters with AUROC calculations were performed as described for the testing of normalization methods.

Assessed by GO datasets, the 277 AUROC values were averaged to create one average value for each of the 10 inference methods ranging from 0.620 to 0.724 (Fig. 2D). The average AUROC across all normalization methods for six correlation methods was 0.718, whereas the average AUROC for all four MI methods was 0.646. The majority of the 277 GO terms had similar AUROC values in the different correlation-method-generated GCNs, and these patterns are different from those observed in the MI-generated GCNs (Fig. 3A). The similarity among different methods was also detectable by pairwise comparison and comparing Pearson correlations between the different methods (Supplemental Fig. S4A).

To evaluate network inference methods with the PPPTY dataset, the AUROC values for 1720 genes were averaged for each combination of normalization and inference methods (Fig. 2E). This evaluation also showed that the networks constructed using correlation methods resulted in higher AUROC values than MI methods, although the CSC method resulted in lower AUROC values than other correlation methods. As demonstrated for the GO evaluation, results from correlation methods were more similar with each other than the MI methods (Supplemental Fig. S4B). Interestingly, heatmap results indicated that a subset of genes consistently had higher AUROC values when CSC, MRNET/CLR, or AA/MA were used (Fig. 3B), although this includes a small number of genes that the average AUROC value over the whole gene set was relatively low for those methods. The gene sets with highest AUROC values in PCC, CSC, or MRNET were extracted. Characteristics of each gene set were compared in average expression (CPM) and average number of low expressed elements (CPM < 0). The CSC gene set had the smallest number of low expression elements and had higher average expression than both the 1720 gene set and the PCC gene set (Supplemental Fig. S5). This may indicate that the CSC method is better at determining coexpression for highly expressed genes.

The AUROC values from 26 targets of HDA101 ChIP-Seq datasets reveals that CSC GCN had the highest AUROC value and the use of MRNET/CLR GCNs resulted in slightly higher scores than correlation methods (Fig. 2F). This could be explained by the small number of targets creating skewed results, but may also indicate that CSC/MI methods are more suitable for specific types of genes or interactions between genes (Tzfadia et al., 2016). HDA101 is a highly expressed gene in all samples with average expression value equal to 8.64 CPM and minimum expression equal to 2.89 CPM, so it is possible that HDA101 is more suitable for the CSC method. Using two models of ARACNE (AA and MA), the coexpression matrices contain less than 0.5% nonzero values for all comparisons and so these techniques were not included in any additional analyses.

In conclusion, our results indicated the widely used correlation methods resulted in a more predictive maize GCN from a single expression matrix, but coexpression with some individual genes may be better detected using MI methods. Normalization method did not have a substantial influence on GCN’s performance, so only CPM normalization was used in conjunction with PCC, SCC, MRNET, and CLR inference for subsequent optimization of other parameters.

Increase Sample Size Had a Positive Effect On GCN

GCN analysis can be accomplished with a variable number of samples and datasets, but sample size can influence the quality of the resulting GCN (Wei et al., 2004; Ballouz et al., 2015). Separate analyses were conducted with different numbers of samples and experiments to empirically determine the effect of sample number on GCN effectiveness. The data in our analysis consisted of 17 experiments, each including between 12 and 404 libraries. For this analysis, the CPM normalization method, followed by each of four inference methods (PCC, SCC, MRNET, and CLR) was applied to the 17 experiments and the 68 resulting networks were evaluated by both GO and PPPTY.

From GO and PPPTY evaluation, all algorithms exhibit a positive linear relationship between sample size with natural logarithm transformed and average AUROC values (Fig. 4). The linear relationships are stronger in the PCC and SCC methods with higher $r^2$ values, indicating correlation methods benefit more from increasing sample size. Thus, for building correlation-based GCNs, as many samples as possible should be included. We also found that, as seen for the total GCN analysis, PCC and SCC had higher average AUROC values than the MRNET and CLR methods for PPPTY and GO analysis for most of the individual networks (Fig. 5).

Ranked Aggregation of Networks Improved Performance of GCNs

Ranked aggregation for metaanalysis can also be modified to change the outcomes of GCN by buffering the effect of sample heterogeneity (Zhong et al., 2014; Wang et al., 2015a; Asnicar et al., 2016). Aggregated rank standardized correlation/MI matrices were calculated from separate experiments to determine if this approach enhanced GCN performance. Aggregating individual networks together for metaanalysis can help
to highlight true coexpression interactions and reduce noise (Zhong et al., 2014; Wang et al., 2015a, 2015b). This analysis was conducted with the 17 differently sized experiments using the PCC, SCC, MRNET, and CLR methods for GCN inference as we did previously, resulting in 68 single GCNs. The 17 experiments were aggregated for PCC, SCC, MRNET, and CLR individually and evaluated by GO and PPPTY datasets.

Of the four aggregated networks that were evaluated, the two correlation methods (PCC and SCC) had higher AUROC values than the single network from 1266 samples (Fig. 6 and Supplemental Fig. S6). However, this aggregation strategy did not result in significantly higher AUROC scores for the MRNET and CLR method networks compared with single networks with 1266 samples (two-tail Wilcoxon rank test for GO evaluation, $P$ values = 0.494 and 0.796). It has been reported that MI estimation accuracy is dependent on sample size (Gao et al., 2015), therefore individual MI networks built with a small number of libraries may not demonstrate improved accuracy from aggregation. In conclusion, the PCC/SCC-built GCN performed best using a ranked aggregation strategy and use of this strategy, in combination with the other optimized parameters, creates a robust GCN.

### The Performance of Protein Networks Did Not Exceed Aggregation Networks

In many cases, mRNA levels in a cell are of interest because mRNA level is thought to be related to the level

---

**Figure 3.** Similarity among 10 inference methods of network performance based upon GO (A) and PPPTY (B) evaluation. Genes with the highest AUROC value in CSC or MRNET/CLR are enclosed in a blue or green box, respectively. AUROC values for each GO term or genes were scaled to standard normal distribution, resulting in scaled AUROC values between ~3 (blue) and 3 (red). Samples normalized by VST, CPM, and RPKM were analyzed using 10 inference methods (PCC, SCC, KCC, GCC, BIC, CSC, AA, MA, MRNET, and CLR) and clustered based on Euclidian distance.
and function of a protein of interest. However, many researchers had found inconsistencies between mRNA and protein level (Baerenfaller et al., 2008; Schwanhäusser et al., 2011; Ponnala et al., 2014; Walley et al., 2016). Although relatively fewer protein expression data are available, these data are amenable to GCN construction and could represent a more direct reflection of interacting proteins. Using a nonmodified protein expression atlas from 23 maize tissues based upon mass spectrometry data (Walley et al., 2016), four protein networks were built with PCC, SCC, MRNET, and CLR separately and then evaluated using the same PPPTY and GO dataset as previously mentioned.

GCNs constructed from protein expression did not exhibit superior AUROC values to those observed for RNA-Seq-based GCN using the aggregation strategy (Fig. 6). When evaluated by GO and PPPTY dataset, the performance of the protein network was lower than the aggregated network and the single network from 1266 samples. To confirm this result, a two-way ANOVA was computed with pairwise comparison for the GO evaluation, which showed that the effect of network type was significant (Supplemental Table S3). A subsequent pairwise comparison using Wilcoxon rank sum test indicated that the PCC/SCC method was significantly better than MRNET/CLR (Supplemental Table S3), although MI methods may be superior for some types of interactions.

The raw protein expression data included 17,862 genes, of which 11,429 genes overlapped with our RNA-Seq-based network and were therefore used for the analysis. To demonstrate that the performance of the protein network was not biased due to the gene selection, the PCC method was used for the whole group of 17,862 genes to construct a protein network (Supplemental Fig. S7). No improvement could be detected from the protein network derived from 17,862 genes with $P$ value = 0.635 for GO evaluation and
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P value = 0.995 for PPPTY evaluation from a one-sided Wilcoxon rank sum test.

PCC and SCC-built GCN Exhibits Identical Topological and Functional Properties

In addition to evaluation of network performance based upon biological characteristics, networks can be compared based upon several different network characteristics, including clustering coefficient, number of nodes, network heterogeneity (Dong and Horvath, 2007), network centralization (Dong and Horvath, 2007), number of detected modules, and number of genes in the largest module. Number of nodes is a basic construct in graph theory depicting the scale of a network. Clustering coefficients and number of modules are to model how densely nodes are connected in networks. Heterogeneity measures the variability of node connections. Centralization indicates how likely some nodes are to have significantly more connections than average. In this analysis, each gene corresponds with a node. Based on the extensive evaluation using biological characteristics, like protein-protein interactions (PPPTY) and predicted gene function (GO), three final maize networks were selected for comparison of basic network characteristics based on their overall performance: PCC and SCC-built ranked aggregation network from 17 experiments (PA
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**Figure 5.** Evaluation of different-sized networks constructed with different numbers of samples using PCC (black), SCC (green), MRNET (red), and CLR (blue) methods. A, Average AUROC values from GO evaluations of networks constructed using 12 (S12) to 1266 (S1266) libraries were plotted against sample size. Seventeen individual networks were labeled as S12_1 to S404; the S1266 included all samples from 17 experiments. B, Average AUROC values from PPPTY evaluations of networks constructed using 12 (S12) to 1266 (S1266) libraries were plotted against sample size. Networks with the same number of samples included are designated as “1”, “2”, and “3”.
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**Figure 6.** GCN performance comparison of networks constructed with 1266 libraries. A, AUROC values from GO evaluation of single network (white bars), aggregation network (gray bars), and protein network (dark gray bars) were compared for network constructed using PCC(p), SCC(s), MRNET(m), or CLR(c). Bold horizontal lines indicate median. Asterisks indicate mean, and gray dots indicate outliers. B, AUROC values from PPPTY evaluation of single network (white bars), aggregation network (gray bars), and protein network (dark gray bars) were compared for network constructed using PCC(p), SCC(s), MRNET(m), or CLR(c). Bold horizontal lines indicate median. Asterisks indicate mean, and gray dots indicate outliers.
and SA), and MRNET-built single network from 1266 total samples (MS). The three networks were constrained to include the top one-million predicted interactions, or edges.

In prior studies, most biological networks had scale-free architectures that fit a power-law distribution (Barabási et al., 2004; Doncheva et al., 2012; Schaefer et al., 2014). For the three final maize networks constructed using optimized parameters, both neighborhood connectivity distribution (Supplemental Fig. S8) and node degree distribution (Supplemental Fig. S9) fit power-law models with \( r^2 \) values greater than 0.7. The MS network had the highest network centralization value. The network heterogeneity value of MS was over two times that of PA and SA, indicating that MS may contain more highly interacting genes (Supplemental Table S4), consistent with the observed highest centralization values for this network. Centralization and heterogeneity are two variants to model the degree distribution of networks. A scale-free network with more numbers of hubs has larger values of centralization and heterogeneity, whereas a network with larger values of centralization and heterogeneity may contain a larger number of hubs or the number of hubs is not significantly large, but the degree distributions are extremely imbalanced. In biological networks, many observations connected large values of centralization and heterogeneity with more hub genes (Ma and Zeng, 2003; Horvath and Dong, 2008; Iancu et al., 2012; Scott-Boyer et al., 2013), even though theoretically we cannot rule out the possibility that high values were a result from extremely imbalanced degree distribution. For the MS network, most highly connected genes interacted with a large number of lowly connected genes; this pattern is also apparently reflected in the decreasing neighborhood connectivity distribution for the MS network (Supplemental Fig. S8). The genes with the most interactions are expected to act as key components in GCN networks (Langfelder and Horvath, 2008; Allen et al., 2012), and likely represent central regulators of multiprotein biological processes (Ma et al., 2013; Du et al., 2015). The top 1000 interacting genes from all networks were analyzed in more detail, as these were potential hub genes that may regulate other expression patterns and processes. PA and SA shared 95% of the top 1000 interacting genes, whereas MS had 835 unique genes (Fig. 7A). One-hundred and forty-eight were shared among all three networks (Supplemental Table S5), making these genes strong candidates for central biological regulators. The annotation of these genes suggests their participation in a range of basic cellular processes (Fig. 7C), including gene expression, DNA replication, translation, and gene silencing (Supplemental Table S5); the top interacting genes were not limited to a subset of cellular biochemistry. Ribosomal proteins were the largest component of top interacting genes (27/148), which was expected because of their cellular abundance and involvement with translation. Interestingly, nine epigenetic regulators were found in the 148 shared genes, including AGO104 (GRMZM2G141818; Singh et al., 2011), CHR106 (GRMZM2G071025; Li et al., 2014a), and LBL1.
(GRMZM2G020187; Dotto et al., 2014), demonstrating the importance of epigenetic regulation for plant development (reviewed by Huang et al., 2017).

To reveal the underlying properties of GCNs, a graph clustering algorithm in the form of a Markov cluster algorithm (MCL) was used to identify network modules (Enright et al., 2002; Morris et al., 2011). The result showed a shared pattern between the PA and SA networks that was distinct from the MS network (Supplemental Table S4). The MS network had fewer but larger modules detected than the PA and SA networks. Consequently, most genes in the MS network clustered into one very large module of 14,054, consistent with the high network centralization value for the MS network. Conversely, PA and SA networks separated into smaller, distinct modules with related GO enrichment (Supplemental Tables S6 and S7). The pattern displayed by the PA and SA networks (Supplemental Fig. S10) seems more likely to represent biologically relevant pathways, and so these methods appear to be better for module detection.

To compile a high-confidence coexpression network, the top-1 million edges from PA, SA, and MS were merged and the intersection of the three produced a 14,277-gene, 106,591-interaction, merged network. PA and SA shared 83.5% of common interactions within the networks whereas MS had 87.3% unique interactions (Fig. 7B). This merged network (Supplemental Dataset S1) was used for a case study analysis of cell wall biosynthesis. The same network can also be accessed at http://www.bio.fsu.edu/mcginnislab/mcn/main_page.php.

Case Study: Cell Wall Biosynthesis and Regulation

To demonstrate the functionality of the network, the predicted cell wall biosynthesis pathway from the merged network was compared to the existing knowledge of this pathway. Sixteen well-characterized components of cell wall biosynthesis were selected as guide genes (Supplemental Table S8), including five cellulose synthase genes, seven cellulose synthase-like genes, three glycosyl hydrolase genes, and one glycosidase gene (Penning et al., 2009; Bosch et al., 2011). Collectively, 214 genes containing 377 edges were extracted from the network with the 16 guide genes (Fig. 8A); two guide genes did not have any coexpressed genes in the network that met the analysis criteria. As expected for these 214 genes, cell-wall-related GO terms were enriched (Fig. 7D; Supplemental Table S9).

The resulting 214 coexpressed genes were queried against the Arabidopsis TAIR 10 protein database to retrieve homologs and their annotations using BLASTP. The literature was manually searched using the maize genes and their Arabidopsis homologs as queries (Supplemental Table S10). The results of the literature survey showed that 31.3% (67/214) of the genes coexpressed with the guide genes had peer-reviewed publications indicating a role in cell wall synthesis or related pathways in plants. A search using 214 randomly selected genes as queries returned only 3.27% genes (7/214) that were involved in cell-wall-related pathways. This suggests that the network discriminated coexpressed genes and identified some known components of the pathway. Lignin biosynthesis genes are expected to function in cell wall biosynthesis to provide rigidity and strength in the secondary cell wall (reviewed by Vanholme et al., 2010). Interestingly, even though no lignin biosynthesis genes were included in our queries, six lignin biosynthesis genes (PAL1, C4H, 4CL2, HCT, CCoAOMT1, and PDR1; reviewed by Zhong and Ye, 2015) were found to be coexpressed with the guide genes. At least nine cellulose biosynthesis and assembly genes were discovered, including CESA1, FLA11, IRX9, IRX14, and IRX10 (reviewed by Zhong and Ye, 2015). Moreover, proteins participating in a well-studied physical interaction, Cellulose Synthase Interactive1

Figure 8. Cell wall pathway subnetworks. A, Intersections of PCC aggregation, SCC aggregation, and MRNET-single networks, queried by 16 cell wall pathway genes (red nodes). Cyan nodes are genes with reported function in cell-wall-related pathways in plant. Dark gray nodes are genes without prior knowledge of involvement in cell-wall-related pathways. Gray lines indicate network-predicted interactions. B, Network retrieved from CORNET database, queried by the 16 cell wall pathway genes (red node). Cyan nodes are genes with reported function in cell-wall-related pathways in plant. Dark gray nodes are genes without prior knowledge of involvement in cell-wall-related pathways. Gray lines indicate network-predicted interactions. C, Network retrieved from STRING database, queried by 16 cell wall pathway genes (red nodes). Cyan nodes are genes with reported function in cell-wall-related pathways in plant. Dark gray nodes are genes without prior knowledge of involvement in cell-wall-related pathways. Gray lines indicate network-predicted interactions.
(CSI1), Cellulose Synthase6 (CESA6), and Cellulose Synthase 3 (CESA3; Desprez et al., 2007; Gu et al., 2010), were also predicted to be expressed in the network. There were 131 genes without reported functions in cell wall pathways, an indication that GCN analysis can be used to predict undiscovered components of biological pathways in maize.

The cell wall biosynthesis pathway results were also compared with the CORNET coexpression database (De Bodt et al., 2012) and STRING functional protein association network (Szklarczyk et al., 2015) using the same 16 genes and similar parameters (see “Materials and Methods”). From CORNET, 10 out of 16 genes had coexpressed genes (Fig. 8B). In total, 210 genes and 325 interactions were retrieved using CORNET, of which 19% (40/210) had publications supporting their function in cell wall pathways (Supplemental Table S11). STRING performed very well, with 14 out of 16 genes demonstrating predicted protein association (Fig. 8C), resulting in 817 interactions with 76 genes. Forty-eight percent (36/75) of coexpressed genes were experimentally confirmed (Supplemental Table S12), the highest percentage among the three methods. Only one of the lignin biosynthesis genes (PAL1) was found using CORNET and none were found using STRING. Although STRING appears very robust for predicting protein-protein interactions, this suggests that an optimized GCN analysis have more power to find genes that function together without physically interacting. This case study shows that a robust, optimized GCN can discover physical and functional interactions and enhance study of biological relevant interactions. A tutorial is provided on how to use Cytoscape to visualize any coexpressed genes in our network (Supplemental Dataset S2).

DISCUSSION

As the per-read cost of RNA-Seq technology decreases, the use of this technology is quickly increasing. With greater than 5000 libraries available for maize, there is now ample data to support GCN analysis. This comprehensive evaluation of normalization methods and network inference methods using real maize RNA-Seq data will provide a useful set of optimized parameters to support these analyses.

In our analysis, VST, CPM, and RPKM normalization methods had equivalent outcomes for GCN analysis, consistent with prior results using much smaller datasets (Giorgi et al., 2013). Several benchmark studies focusing on differential expression analysis proposed that RPKM performed poorly and should be avoided (Mazá et al., 2013; Dillies et al., 2013; Zyprych-Walczak et al., 2015). This was not observed for the maize GCN testing. It is possible that the large number of samples from various labs, created enough heterogeneity within samples that normalization effects were minimized (Paulson et al., 2016). Furthermore, the normalization is on a library basis, which means genes within the same library are normalized by similar factors. So, when the network is constructed by PCC and BIC where expression vectors are centered by mean or median values, the effect of different normalization methods are probably small. Two rank correlations, SCC and KCC, only consider the difference on relative rankings where normalization has a limited effect. It is similar for the GCC method. The estimation of mutual information is based on the k-nearest neighbor method implemented in Parmigene (Sales and Romualdi, 2011). Because the three normalization methods shared similar expression distribution (Supplemental Fig. S2), MI estimations from different normalizations are expected to be similar.

When assessing inference methods, the simple and widely used correlation methods, like PCC and SCC, are less time-consuming than MI methods. This analysis showed PCC/SCC-built GCNs had better overall performance. This is consistent with a study in human GCN analysis (Ballouz et al., 2015) but SCC did not score higher than other correlation methods using GO and PPPTY evaluations. Some genes had higher performance using MI methods, but this effect was limited to evaluation with the PPPTY data. This may indicate that correlation and MI inference methods assert different kinds of interactions (Meyer et al., 2008; Marbach et al., 2012; Song et al., 2012). Marbach et al. (2012) stated that integration of multiple inference methods showed a more robust performance than any single inference methods in in silico and in Escherichia coli expression networks, referring to “the wisdom of the crowd”. However, for analysis of the available maize data, integration of PCC, SCC, MRNET, and CLR did not result in a network that outperformed PCC and SCC networks (data not shown). This approach was also less effective in more complex Saccharomyces cerevisiae datasets than prokaryotic networks (Marbach et al., 2012), suggesting that more work is required to determine whether integrating algorithms can improve GCNs with eukaryotic data.

In conclusion, we extensively evaluated normalization methods and inference methods for building an RNA-Seq-based maize GCN. This optimization may apply to a range of datasets with shared characteristics of maize, including a large and heterogeneous genome, with rich and diverse transposon element composition and limited gene annotation.

MATERIALS AND METHODS

RNA-Seq Data Collection and Process

The maize (Zea mays) genome and its annotation were downloaded from Ensembl Plant Release 31 (http://plants.ensembl.org/). The original 1303 RNA-Seq samples based on Illumina HiSeq2000 or Hiseq2500 were downloaded from NCBI SRA (Leinonen et al., 2010). The downloaded files were converted to Fastq format using the Fastx-dump command in SRA Toolkit (version 2.5.2). The adapters for the Fastq files were trimmed by Cutadapt 1.8.1 (Martin, 2011). The adapter-removed files were then quality checked by FastQC v0.11.2 (http://www.bioinformatics.babraham.ac.uk/projects/fastqc/) HISAT2 v2.0.4 (Kim et al., 2015) was used for genome alignment. Gene-level expression raw read counts were calculated by FeatureCounts 1.5.0 (Liao et al., 2014) from aligned bam files (Supplemental Fig. S1). Twenty-six libraries with fewer than 5,000,000 reads
total and 11 libraries with less than 70% of total alignment rate were excluded, leaving 1266 samples (Supplemental Table S1) for the final expression table. The processing protocol were streamlined by Snakemake v3.7.1 (Köster and Rahmann, 2012).

Gene Count Normalization

The expression data were normalized using three different methods before constructing GCNs. CPM and RPKM were calculated by the edgeR package (Robinson et al., 2010) in the “R” environment and then log2 normalized [expression = log2(CPM/RPKM +1)]. For both methods, scale factors between samples were estimated by trimmed mean of m-values in edgeR. VST was calculated by the DESeq2 package (Love et al., 2014). Only genes with expression higher than 2 CPM in greater than 1000 samples were included for additional analysis (15,116 genes).

Network Inference

Six correlation coefficient methods and four mutual information methods were applied to normalized gene expression data to construct GCNs. All computing steps were done in the R 3.3.1 environment. The PCC and SCC was calculated by the cor() function. The KCC was calculated using the cor.kc() function in the pcaPP package (Filzmoser et al., 2009). The GCC was calculated by the adjacencymatrix() function in the RSGCC package (Ma and Wang, 2012). Biweight midcorrelation was computed by bicor() function in the WGCNA package (Langfelder and Horvath, 2008). Cosine similarity coefficient was computed by cosin() function in the COOP package (Schmidt, 2016). Mutual information results were computed using the Parmaigene package (Sales and Romualdi, 2011). The adjacency matrix weights derived from 10 inference methods were ranked with smallest value = 1. Then ranks were divided by the number of elements in the matrix and the diagonal was set to 1 to make all networks weights range from 0 to 1.

Network Performance Evaluation

To generate the random networks, gene IDs were shuffled randomly in CPM- or VST-normalized expression matrices. The randomized expression matrices were then inferenced by PCC, MRNET, or CLR methods and evaluated. For PCC methods, 1000 repeats of randomization and evaluation were conducted. For MRNET and CLR, each inference step took 2 h on our server, so 10 repeats were conducted. Four maize datasets were used for evaluation. First, maize protein-protein interactions were downloaded from PPI M v1.1 (Zhu et al., 2016). Only highly-confidence interactions were used for evaluation, as defined by the ranking top 5% in their results. Second, maize pathway information was downloaded from MaizeCyc v2.2 (Monaco et al., 2013). Genes within the same pathways were considered as coexpressed. Third, maize GO data for AGPv3.30 was downloaded from AgroGO (Du et al., 2010). GO terms with 20 to 300 genes were used for evaluation. Fourth, ChIP-Seq confirmed the targets for HDA101 (GRMZM2G172883; Yang et al., 2016) were used as positive coexpressed examples for evaluation.

The widely used AUROC for binary classification problems was used for evaluations. Protein-protein interaction and pathway information was parsed into lists of coexpressed genes. Prediction() and performance() function in the R package ROCr were used to calculate AUROCs (Sing et al., 2005). The 277 AUROC values for GO datasets were calculated by the EAGAD package (Bailouze et al., 2016) in R. Basically, it utilizes the “guilt by association” principle that genes with shared GO terms are more likely to be connected. Thus, networks normalized and inferred by different methods can be evaluated by hiding a subset of genes GO terms and test whether the hidden GO terms could be predicted. From the remaining annotations, the prediction model performance was measured by AUROC values in 3-fold cross-validation. All ANOVA and pairwise Wilcoxon rank tests were analyzed in R using anova() and pairwise. wilcox.test() functions from the Stats package. The P-value adjustment method was set to “fdr” (Benjamini and Hochberg, 1995).

Definition of True Positives (TP), False Positives (FP), True Negatives (TN), and False Negatives (FN). For the evaluation using the PPPTY dataset, TP: a network predicts two genes are coexpressed and they are coexpressed in PPPTY dataset; FP: a network predicts two genes are coexpressed, but they are not; TN: a network predicts two genes are not coexpressed and they are not coexpressed in PPPTY; FN: a network predicts two genes are not coexpressed, but they are coexpressed in PPPTY datasets. For the evaluation using the GO dataset, TP: a network predicts a gene that has a specific GO term and it does have that GO term in our GO dataset; FP: a network predicts a gene has a specific GO term, but it does not have that GO term in our GO dataset; TN: a network predicts a gene does not have a specific GO term and it does not have it in our GO dataset; FN: a network predicts a gene does not have a specific GO terms, but it has that GO term in its GO dataset.

Network Clustering and Characterization

For each network, the top 1,000,000 edges were selected as stringent coexpression networks. The network topological characteristics were computed in Cytoscape (Shannon et al., 2003). The neighborhood connectivity distribution and node degree distributions were plotted by Network Analyzer plugin (Doncheva et al., 2012). Graph clustering was performed using MCL v.14.137 with inflation value set to 1.8 (Enright et al., 2002). All networks were visualized in Cytoscape.

GO Enrichment and Visualization

GO enrichment was analyzed in AgriGO’s Singular Enrichment Analysis tool (Du et al., 2010). Fifteen-thousand, one-hundred and sixteen genes involved in our networks were used as background references. Hypergeometric testing was used to calculate P value, for which a value below 0.05 was considered as significant. The Yekutieli method was used for multiple test correction, and terms with a false discovery rate greater than 0.05 were discarded. The results were then imported into Cytoscape for visualization.

Databases Comparison on Cell Wall Pathway

Sixteen well-characterized (Pennin et al., 2009; Bosch et al., 2011) components of cell wall biosynthesis (Supplemental Table S8) were chosen as query genes to search against CORNET maize (https://bioinformatics.psb.ugent.be/cornet/versions/cornet_maize1.0/) on its website and the STRING database using the Cytoscape stringApp (http://apps.cytoscape.org/apps/stringapp). The parameters for searching CORNET database were: Method = Pearson, Correlation coefficient = 0.75, P value ≤ 0.05, and Top genes = 50. This resulted in 210 coexpressed genes and 325 interactions. To search the STRING database, the confidence cutoff was set to 0.4 with the maximum number of interactors set to 100. Seventy-six genes with 817 interactions were retrieved. Maize proteins were blasted against TAIR 10 protein sequences using standalone BLASTP version 2.2.28+ (Camacho et al., 2009).

Supplemental Data

The following supplemental materials are available.

Supplemental Figure S1. Pipeline and datasets used for analysis.

Supplemental Figure S2. Distribution of gene expression values.

Supplemental Figure S3. Maize CPM-normalized with log2 transformed gene expression from all tissues and developmental stages.

Supplemental Figure S4. Pairwise comparison among results of inference methods.

Supplemental Figure S5. Characteristics of the all-1720-PPPTY gene set (ALL_1720), genes with highest AUROC values in the CSC method (CSC), the PCC method (PCC), and the MRNET method (MRNET).

Supplemental Figure S6. Evaluation of network performance based on sample size and inference.

Supplemental Figure S7. GCN performance comparison between protein networks.

Supplemental Figure S8. Average neighborhood connectivity for three selected networks, PCC-aggregated (PA), SCC-aggregated (SA), and MRNET-single (MS).

Supplemental Figure S9. Node distribution for the four selected networks, PCC-aggregated (PA), SCC-aggregated (SA), and MRNET-single (MS), and the intersection among three networks (Merged network).

Supplemental Figure S10. Network representation of PCC ranked aggregation network (PA).
ACKNOWLEDGMENTS

We give special thanks to Dr. Peixiang Zhao (FSU Department of Computer Science) for advice and discussion on topological analysis of maize networks. We also thank Dr. Alan Lenmon (FSU Department of Scientific Computing) and Dr. Jonathan Dennis (FSU Department of Biological Science) for the helpful discussion on data analysis.

Received June 19, 2017; accepted July 31, 2017; published August 2, 2017.

LITERATURE CITED


Plant Physiol. Vol. 175, 2017
processing and normalization for heterogeneous and sparse data. bioRxiv 81802


